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Abstract. The development of Cyber-Physical Systems often involves cyber elements 

controlling physical entities, and this interaction is challenging because of the multi-

disciplinary nature of such systems. It can be useful to create models of the constituent 

components and simulate these in what is called a co-simulation, as it can help to identify 

undesired behaviour. The Functional Mock-up Interface describes a tool-independent standard 

for constituent components participating in such a co-simulation and can support different 

formalisms. This paper describes an exploration of whether different concurrency features in 

Scala (actors, parallel collections, and futures) increase the performance of an existing 

application called the Co-Simulation Orchestration Engine performing co-simulations. The 

investigation was conducted by refactoring the existing application to make it suitable for 

implementing functionality that takes advantage of the concurrency features. In order to 

compare the different implementations testing was carried out using four test co-simulations. 

These test co-simulations were executed using the concurrent implementations and the original 

sequential implementation, verifying the simulation results, and retrieving the execution times 

of the simulations. The analysis showed that concurrency can be used to increase the 

performance in terms of execution time in some cases, but in order to achieve optimal 

performance, it is necessary to combine different strategies. Based on these results, future work 

tasks has been proposed. 
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1. Introduction  

Cyber-Physical Systems (CPSs) need to have close interaction between computer-

based cyber parts controlling physical artefacts in a dependable way. In order to 

develop CPSs in a dependable manner it can be useful to create models of constituent 
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components that jointly form the system. A constituent model is an abstract 

description of a constituent, where the irrelevant details are abstracted away. 

Constituent models can be described in very different forms depending upon their 

nature, but here we will restrict ourselves to Discrete Event (DE) and Continuous-

Time (CT) models representing very different disciplines. Such constituent models 

can then be used in a collaborative simulation (a co-simulation), which is able to 

couple models created in different formalisms. Thereby it is possible to simulate the 

entire system by simulating the components and exchange data as the common 

simulated time is progressing.  

Typically such co-simulations are organised with a master-slave architecture where a 

Master Algorithm (MA) is used to manage the simulation. Fig 1 shows an example 

of four slaves, their dependencies, and input/output ports. It is the responsibility of 

the MA and thereby the master to orchestrate the simulation. This means to allow the 

different slaves to progress for determined time steps and resolve the dependencies 

between steps. A co-simulation often consists of three phases: Initialisation, 

simulation, and tear down. In the initialisation phase the master gets the properties of 

the slaves, chooses an MA, initialises the slaves, and establishes the communication 

channels. Next, in the simulation phase the master retrieves output values from the 

slaves, sets input values on the slaves, and invokes them to run a simulation step with 

a specific time step size. The slaves must respond with a status whether the step was 

accepted. In this phase, it can be necessary to perform a rollback1 (if possible) for the 

relevant slave and run the simulation again with a different step size. Lastly, the 

outputs from the slaves are retrieved and the process repeats until a configured end 

time is reached. The final phase is tear down, where the slaves are shut down, memory 

is released, results are reported, and so forth. 

 

Fig. 1. Example of a simulated CPS with dependencies between slaves (the grey boxes) via 

their respective ports (the black ellipses) [1]. 

A challenge in using co-simulation as part of developing CPSs is that many complex 

multi-disciplinary systems cannot be modelled naturally in one simulation tool alone, 

but require several specialised simulation tools, that each do their part 

[2]. This makes it necessary to develop solutions tailored for a specific purpose 

instead of generalised solutions, which is expensive. The Functional Mock-up 

                                                           
1 A rollback can be necessary e.g. if a slave rejects a step size. 
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Interface (FMI) was created to solve these challenges, as it is a tool-independent 

standard for co-simulation [3]. The standard provides and describes C interfaces that 

can be partly or fully implemented by a component, which is then called a Functional 

Mock-up Unit (FMU). This makes it possible to create generalised solutions, as the 

components can contain their own solvers, and still adhere to FMI. The INTO-CPS 

project2 [4] makes use of FMI for a simulation kernel of a tool suite ranging from 

original requirements expressed in SysML over heterogeneous constituent models 

that can be co-simulated and gradually moved down to their corresponding 

realisations. When developing CPSs using co-simulation, it is desirable to execute the 

simulations as fast as possible to enable the use of increasingly complex models and 

try a greater range of test scenarios. As many processors today have multiple cores 

[5] concurrency may increase the performance of an application, but it also introduces 

overhead. It is therefore of keen interest to determine, how concurrency can be used 

to potentially improve the performance. The performance in this context is considered 

to be how fast a co-simulation is performed, and is therefore measured in terms of 

time. This paper describes how the usage of concurrency was implemented in an 

existing application called the Co-Simulation Orchestration Engine (COE), which 

orchestrates co-simulations using FMI. Different implementations were performed in 

Scala using three different concurrency features: Akka Actors [6], futures [7], and 

parallel collections [8]. These were chosen because they offer different capabilities 

that can be taken advantage of in the COE, and therefore the trade-off between 

features and performance is interesting. One of the most important capabilities is 

composability, because FMUs can have different step sizes and rollbacks can be 

necessary, which can lead to complicated scenarios. Following is a short description 

of the concurrency features: 

Parallel Collections: The motivation behind adding parallel collections to Scala was 

to provide a familiar and simple high-level abstraction to parallel programming [8]. 

Parallel collections are conceptually simple to use, as a regular collection can be 

converted to a parallel collection by invoking the function “par”. Once it is a parallel 

collection, functions such as map and filter are executed concurrently. Parallel 

collections are considered less composable than the other implementations, as the 

results are gathered in a blocking fashion. 

Futures: A future is a placeholder for a value, that is the result of some concurrent 

calculation, and it can be accessed synchronously or asynchronously. The term 

“future” was originally proposed by Baker and Hewitt [9] in the context of garbage 

collection of processes. As opposed to parallel collections, it is possible to chain 

futures, such that when a future has been computed, the computed value is passed to 

the chained future. 

                                                           
2 Public deliverables and more information regarding the INTO-CPS project can be retrieved 

from http://into-cps.au.dk.  
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Actors: The Actor Model was introduced as an architecture to efficiently run 

programs with a high degree of parallelism without the need for semaphores [10]. An 

actor is an autonomous object that encapsulates data, methods, a thread, a mailbox, 

and an address [11]. Actor methods can return futures, and therefore offer the same 

composability as futures in this regard. Actors also provide additional composable 

features, such as hierarchical structures, remote capabilities, message parsing, and so 

on. 

The paper is structured as follows: Section 2 describes the initial implementation and 

the implementations using concurrency. Afterwards, Section 3 describes how the 

implementations were tested and presents the results. Then related work is treated in 

Section 4. Lastly, the work is summarised in Section 5 and future work is outlined in 

Section 6. 

2. Co-Simulation Orchestration Engine Implementations 

This section concerns the implementations of the COE application3. It focuses on the 

MA part of the implementations, as the initialisation and tear down phases are 

unaltered for the implementations described below. 

The COE application runs as a web server using HTTP. The following HTTP requests 

are performed in the given order to run a simulation:  

1. Initialise: A configuration file is sent to the web server. The configuration 

file contains the FMUs to be used in the simulation, the mapping between 

input and output values, and whether to use a fixed or variable step size.  

2. Simulate: This request starts a simulation. 

3. Results: This request returns the result and duration of a given simulation. 

There are different implementations of the MA in the COE: A sequential 

implementation, and three implementations that execute concurrently, following the 

principles described above. These different implementations were developed in order 

to test and compare the performance of the COE in a sequential/concurrent setting 

and determine whether using concurrency could improve the performance. 

2.1 Sequential Implementation 

The sequential implementation of the MA consists of the following steps in the given 

order: 

4. Resolve inputs: This step consists of mapping the outputs of the FMUs to 

the inputs of the other FMUs.  

5. Set inputs: The input values determined in the previous step are passed to 

the FMU instances in this step.  

6. Serialize state: In this step the states of the FMUs are serialized, so it is 

possible to perform a rollback in case of an error. 

                                                           
3 See [12] for further details on the implementation. 
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7. Get step size: If variable step size is supported by the FMUs, then the 

maximum step size is retrieved in this step. Otherwise a configured fixed 

step size is used. 

8. Do step: The FMU instances are invoked to perform a step with the step size 

determined in the previous step. This function contains the most extensive 

calculations performed by the FMUs. 

9. Process result: The return values from the previous invocations are 

analysed and in case of any errors a rollback is performed or the simulation 

is terminated. 

10. Get state: The state in terms of output values is retrieved in this step, and 

thereby the next iteration can begin. 

In the sequential implementation a mapping operation is performed over the FMU 

instances in every step except the “Process result” step, where it depends on whether 

errors are encountered and if so which errors. This sums to six, possibly seven, 

mapping operations over the FMU instances. 

2.2 Implementations with Concurrency 

When implementing concurrency in the COE it is desirable that as much work as 

possible is performed in every concurrent invocation. To allow for a better usage of 

concurrency some functions should be grouped, such that a group of functions can be 

invoked concurrently. If concurrency was used in the sequential implementation to 

invoke the FMUs without refactoring the implementation, it would be necessary to 

invoke every step in different concurrent invocations. This would result in several 

thread initialisation and synchronizations per simulation step, where a 

synchronization is a waiting operation until all threads have finished computing. An 

example of this is shown in Fig. 2. The figure shows a possible usage of concurrency 

based on the sequential implementation with four FMUs (horizontal frames), where 

the functions “Set inputs”, “Serialize state”, “Do step”, and “Get state” are invoked 

in different concurrent invocations. The realised implementation (vertical frame) 

invokes the functions using the same concurrent invocation for a given FMU. This 

will be described further below. 

 

Fig. 2. The horizontal frames represent a possible usage of concurrency based on the 

sequential implementation. The vertical frames represent the usage of concurrency based on 

the implementations. 
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By refactoring and grouping these functions, it is possible to reduce the thread 

initialisations and synchronizations. This leads to more work performed by every 

spawned thread and fewer synchronizations, which minimizes the overhead of using 

concurrency. It is not possible to eliminate synchronization completely, because it is 

necessary to resolve the inputs for the FMUs before progressing, which requires 

retrieving the outputs from other FMUs, and therefore the simulation cannot continue 

until this has been performed. Besides minimizing the overhead of using concurrency, 

this grouping will also help to minimize the number of mapping operations performed 

in the steps in the sequential implementation, which is desirable to improve the 

performance.  

The grouping and flow of a simulation step for the implementation using concurrency 

is shown in Fig. 3. The grouping was implemented in a separate and encapsulated 

function that exhibits referential transparency to prevent the necessity of locking 

mechanisms. This grouping will be referred to as the concurrent entity below. 

 

Fig. 3. Simulation step flow in the implementation using concurrency. The box represents the 

functions grouped together. 

By creating these concurrent entities, it was a conceptually simple task to take 

advantage of the concurrency features. Furthermore, it effectively reduced the 

mapping operations from six, possibly seven depending on the step “Process result”, 

to three. This implementation also makes it possible to include “assignment 

functions” such as “Set inputs” in the concurrent entity without lowering 

performance. Including “Set inputs” as its own concurrent invocation (as shown in 

the horizontal frames in Fig. 2) would lower the performance, because the overhead 

of using concurrency is too high compared to invoking the function sequentially. 
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Using the grouping (the vertical frame in Fig. 2) it improves performance to include 

“Set inputs”, because it can be grouped with the other functions, e.g. “Do step”, 

without additional overhead. However, the grouping also came with a trade-off: In 

the sequential implementation, the state would not be retrieved, if one or more FMUs 

fail in the step called “Do step“, because it would be wasteful due to the error(s). But 

in the implementation using grouped functions, the state of the FMUs not failing in 

the step “Do step” would still be retrieved, because the entities responsible for the 

FMU simulation step are unaware of the state of other entities until the 

synchronization phase4. This can therefore lead to unnecessary retrieval of states. 

In the sequential implementation, the flow is to calculate the parameters necessary for 

the next immediate function to be invoked on the FMUs, and then calculate the 

parameters again. In the implementations with concurrency this is changed to 

calculate the parameters necessary for an entire simulation step, and invoke the 

concurrent entity for each FMU concurrently. This makes it possible to maximize the 

workload for each concurrent invocation. 

3. Testing 

This section presents the evaluation of the COE described in Section II. The purpose 

is to gain data that can be used to compare performance of the sequential 

implementation and the implementations using concurrency. Furthermore, as 

concurrency can lead to non-determinism, it is important to verify the simulation 

results, which are the output values of the FMUs at different points in time relative to 

the step sizes. For this purpose, the sequential implementation was considered an 

oracle, and therefore simulation results of the concurrent implementations were 

compared against simulation results from the sequential implementation. In the longer 

term the plan is to use a representation of the FMI semantics as the ultimate oracle 

[13]. Here semantics is provided using the Communicating Sequential Processes [14] 

and this has been used to model check FMI for deadlock and livelock properties using 

the FDR tool [15]. 

The following test principles were followed during testing: 

Test environment: A test consisting of multiple simulations should be performed on 

the same hardware with approximately the same processes running during the test. 

The reason for stating “approximately the same processes” is that the tests were run 

in a Windows environment, where it is not possible to completely control the running 

processes from the Operating System. All processes irrelevant to the execution of 

tests should be disabled during the tests. 

Test functions: To limit inconsistencies in the processes running between 

simulations, each test should be implemented as a single test function. This means 

that a test performing simulations using the sequential implementation and the three 

                                                           
4 Several programming languages offer the possibility to abort threads in a case like this. 

However, that increases the complexity and is not considered applicable in general. 
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concurrent implementations should be implemented in one test function to avoid 

undesirable interaction required to start other tests. To further ensure usable results 

the COE application should be restarted for every simulation. 

Correct simulation results: The sequential implementation is considered to be an 

oracle and it is assumed that it calculates the “correct” simulation results. It should be 

verified that the concurrent implementations calculate the same simulation results as 

the sequential implementation.  

Automation: The tests should be automated so they are easy to replicate and less 

prone to manual errors. This will also make them usable in the future development of 

the COE. 

3.1 Test Setup 

To enable automatic testing a framework was developed. This enabled testing of 

different concurrent implementations, evaluation of performance, and verification of 

consistency between the sequential simulation results and the concurrent simulation 

results. Implementation-wise this required support for launching the different 

implementations with different arguments, invoking the web servers using HTTP 

requests along with gathering, and verifying the consistency of results. To verify the 

consistency of results, the simulation results of the implementations using 

concurrency are automatically compared to the simulation results of the sequential 

implementation, as this is considered an oracle.  

Different FMUs were used in the tests to investigate the performance, including a 

configurable FMU that was developed to control the level of computations, which 

will be described below. The tests and their corresponding FMUs are the following: 

Heating, Ventilation, and Air Conditioning (HVAC) test: This test uses FMUs that 

perform the most extensive computations available in the project. The simulation 

consists of five FMUs: one controller FMU and four Fan Coil Unit FMUs. A test, 

which will be referred to as HVAC #1, was set up with an end time of 1000 seconds 

and a step size of 0.1 seconds. This is inspired by the case study undertaken by Unified 

Technologies Research Center inside the INTO-CPS project [16]. 

Sine Integrate Wait tests: These tests consist of three different FMUs, that perform 

limited computations, and therefore one has been modified. The FMUs are: a sine 

FMU generating a sine wave, an integrate FMU that integrates the sine values, and a 

modified integrate FMU. It is possible to configure the modified integrate FMU, such 

that it performs busy waiting in the “Do step” function for a given number of 

microseconds. It makes use of “QueryPerformanceCounter” recommended by 

Microsoft to use when high-resolution time stamps are required with microsecond 

precision [17]. The configuration of the busy wait does not have any impact on the 

performance of the FMU, because it happens in the initialisation phase, which is not 

part of the performance measurement. These FMUs were used to set up three tests, 

referred to as SI #1/2/3, where each simulation in the tests have an end time of 100 

seconds and time step size of 0.1 seconds. The tests are the following: 
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SI #1 consists of one sine FMU, one modified integrate FMU, and three simulations: 

In the first simulation, the modified integrate FMU has a wait time of zero 

milliseconds, then 0.5 milliseconds, and lastly 1 millisecond. 

SI #2 uses one sine FMU and five modified integrate FMUs with the same simulation 

setup as SI #1. 

SI #3 uses one sine FMU and 100 integrate FMUs. 

3.2 Test Results 

This section contains the results of the tests described in Section 3.1. The results are 

presented in tables, where the unit of the numbers is milliseconds, and the table 

columns represent the following: Sequential refers to the sequential implementation, 

“Future” refers to the concurrent implementation using futures, “Par” refers to the 

concurrent implementation using parallel collections, and “Actor” refers to the 

concurrent implementation using actors. The result for the HVAC test is presented in 

Table. 1, and the results for the SI tests are presented in Table. 2, 3, and 4. 

Based on these tests it is possible to draw some conclusions: 

Executing simulations concurrently can be faster than executing them 

sequentially: The results for HVAC #1, SI #2, and SI #3 show that concurrent 

execution can be faster than sequential execution. 

Executing simulations sequentially can be faster than executing them 

concurrently: The results for HVAC #1, SI #1, SI #2 and SI #3 show, that sequential 

execution can be faster than concurrent execution. Some of these test results 

contradict the previous conclusion, and therefore it is necessary to pay attention to the 

concurrency feature used. 

Trade-off: An interesting discovery is that parallel collections perform worse than 

futures and actors. This indicates that even though parallel collections offer fewer 

capabilities than the other concurrency features, it does not perform faster. 

Table. 1. Results from HVAC #1. 

Sequential Future Par Actor 

31256 29822 31980 30919 

Table. 2. Results from SI #1. 

Wait Sequential Future Par Actor 

0.0 195 330 656 374 

0.5 4468 4635 5161 4715 

1.0 8758 8938 9545 9032 
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Table. 3. Results from SI #2. 

Wait Sequential Future Par Actor 

0.0 355 434 834 622 

0.5 21904 4679 5042 4746 

1.0 43356 8970 9348 9184 

Table. 4. Results from SI #3. 

Sequential Future Par Actor 

355 434 834 622 

4. Related Work 

In order to make use of the improvements in hardware, it is necessary to improve the 

software. An adage known by “Wirth’s law” goes: “Software is getting slower more 

rapidly than hardware becomes faster” [18]5. He argues that methodologies are 

important in order to take full advantage of the improvements in hardware. Sutter 

urges application developers to take a hard look at the design of their applications and 

identify places that could benefit from concurrency [20]. This is necessary to exploit 

hardware capabilities, as processor manufacturers are turning to multicore processors. 

Harper et. al. conducted a study on a large-scale Publish/Subscribe bus system, and 

found an overall performance of 80 percent based on concurrency experiments [21]. 

Additionally, they surveyed concurrency design patterns with the purpose of helping 

developers towards the “right” patterns. 

As mentioned previously, it is important to reduce communication and 

synchronization overhead between processes to achieve a fast simulation. Agrawal 

et. al. have implemented and evaluated three communications primitives for 

hardware/software co-simulation and found that a message-queue based 

communication backplane is preferable [22]. The other two primitives evaluated were 

shared memory and file-based sockets. Strategies that address the issue of 

synchronization are also introduced by Bishop et. al., and these strategies also deal 

with time management [23]. They conclude that using the design strategies discussed 

can enable the development of high-performance application-specific co-simulations. 

Kim et. al. consider synchronization between components simulators as the main 

reason for poor performance of HW/SW co-simulation [24]. They propose a novel 

technique based on virtual synchronization, which improves the simulator speed and 

minimizes the synchronization overhead. Becker et. al. describes an approach, where 

distributed communicating processes are used for the interaction between software 

and hardware using Unix interprocess communication mechanisms [25]. The 

                                                           
5 Wirth attributes this to a different saying by Reiser [19]. 
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approach does not accurately simulate the relative speeds of the hardware and 

software components, but the authors found this to be acceptable in their case. 

The articles above consider synchronization, communication between simulators, and 

concurrency as a bottleneck in achieving fast co-simulations. It is therefore of keen 

interest to minimize the communication and synchronization along with taking 

advantage of concurrency. This work addresses these issues as well, as it is an attempt 

to limit synchronization and take advantage of concurrency. Furthermore, it is an 

attempt to avoid unnecessary inter-thread/inter-process. 

5. Conclusion 

Using FMI it is possible to develop a generalised application capable of performing 

co-simulation, thereby avoiding the need for tailored solutions developed to support 

the co-simulation of specific systems. It is desirable to perform a co-simulation as fast 

as possible, as it can help to verify the behaviour of systems or lead to the discovery 

of undesired behaviour. It was therefore investigated whether concurrency could be 

used to improve the performance of an application performing co-simulation. In some 

cases the usage of concurrency resulted in faster co-simulations, whereas in other 

cases sequential computation offered better performance. Because of this it is 

reasonable to conclude, that it is necessary to allow for different simulation strategies 

to achieve the fastest simulation. These strategies should support running simulations 

sequentially, concurrently, or a mix of these. For example, if an FMU that performs 

long-lasting computations is to be simulated with three FMUs that perform fast 

computations, then it could be optimal to run this simulation in a hierarchical structure 

using two threads as shown in Fig. 4.  

 

Fig. 4. Master Algorithm simulating four FMUs using an additional step Master Algorithm 

Allowing for different strategies inevitably involves computing which strategies to 

use. A way of assisting the choice of strategy is to include a measure of how long-

lasting the computations performed by an FMU are within the properties of the given 

FMU. However, this might be difficult to realise in a practical manner, where 

different hardware is used. An alternative approach is to use meta data for a given 

simulation. This can be configured beforehand, or the COE can determine it, when 

running the first co-simulation using the given FMUs. 
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6 Future Work 

In order to improve the performance of the COE and choose when to use concurrency, 

there are several tasks to undertake:  

Testability: Currently, the COE supports reporting the duration of an entire 

simulation without initialisation and reporting of results. As these steps inevitably are 

part of a simulation, they should be part of the performance tests. Additionally, the 

COE should offer better granularity for performance measurements. Better 

granularity will make it possible to examine the performance of different parts of the 

application, which can aid in finding bottlenecks and help target the development 

effort. 

Investigate concurrency: Besides concluding that concurrency can/cannot improve 

the performance of the application in some cases, it is interesting to investigate when 

concurrency can improve the performance. Part of this investigation is to determine, 

whether an increase of performance is achievable by enabling sequential, concurrent, 

and mixed processing, as mentioned in the previous section. The approach is to 

implement nested COEs that appears as FMUs externally as shown in Fig. 5.  

 

Fig. 5. Example of a nested COE participating in a co-simulation 

This approach would allow for compositional co-simulation, as the nested COE will 

exhibit the same behaviour as an FMU externally and therefore be closed under 

composition. This allows for an elegant representation of complex systems, as it can 

be considered a co-simulation of co-simulations. Furthermore, it allows for 

hierarchical co-simulations, which can contribute to the reusability of co-simulations. 

The implementation will also support distributed scenarios, where nested COEs can 

be executed on different machines/operating systems and therefore allow for a greater 

range of co-simulation scenarios.  

Guidelines: Since the future work concerns investigation of concurrency, it is 

compelling to attempt to generalise the lessons that will be learned and apply them 

on different case studies. The hope is that this can contribute to existing 

methodologies and guidelines on using concurrency efficiently. 

Semantics alignment: The continuation of the FMI semantics work referred to above 

will also involve theorem proving using the Isabelle theorem prover [26] and we hope 

that it will be possible to align that with the COE work in order to use the semantics 
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directly as an oracle of checking conformance. This also involves examining the 

semantic properties of the concurrency features. 

Graphical user interface: A Graphical User Interface (GUI) for the tools in the 

INTO-CPS project is currently being developed. This contains functionality to 

configure and interact with the COE. Furthermore, it will be possible to configure 

which simulation strategies to use and how the FMUs should be organised. The GUI 

application is being developed as a desktop application, as some of the tools in the 

tool chain do not support a distributed approach. However, by using Electron [27] it 

is possible to use web technologies for desktop applications. Therefore the GUI 

application is cross platform and supports a possible transition to being hosted on a 

web server in a distributed fashion. 
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Аннотация. Кибер-физические системы часто включают в себя управляющие кибер-

элементы, контролирующие физические объекты и взаимодействующие с ними. Анализ 

процессов в таких системах является сложной задачей из-за междисциплинарного 

характера этой области исследований. Моделирование и симуляция поведения 

составляющих систему компонентов, так называемая косимуляция, позволяет выявлять 

возможность нежелательного поведения. Интерфейс FMI (Functional Mock-up Interface) 

описывает стандартный интерфейс взаимодействия с составляющими компонентами, 

участвующими в такой косимуляции, и может поддерживать различные формализмы. 

Статья описывает исследование того, насколько различные возможности параллелизма 

в Scala (акторы, параллельные коллекции и футуры) увеличивают производительность 

существующего движка Co-Simulation Orchestration Engine, выполняющего 

косимуляцию. Исследование сопровождалось рефакторингом имеющегося кода с тем, 

чтобы реализация могла использовать преимущества параллельных возможностей. Для 

того, чтобы сравнить различные варианты реализации выполнялось по четыре тестовых 

косимуляции. В тестовых косимуляциях сравнивались параллельные реализации и 

исходная последовательная реализация, верифицировались результаты моделирования 

и получались оценки времени моделирования. Анализ показал, что в некоторых случаях 

параллелизм может использоваться для повышения производительности, но для того, 

чтобы достичь оптимальной производительности, необходимо комбинировать 

различные стратегии. На основе полученных результатов предлагаются будущие 

направления исследований. 

Ключевые слова: Косимуляция; параллелизм; INTO-CPS; кибер-физические системы; 

FMI 
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