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Abstract. In this paper, we continue our work that is devoted to the parallel composition of
Timed Finite State Machines (TFSMs). We consider the composition of TFSMs with timeouts
and output delays. We held experiments in order to estimate how often parallel composition of
nondeterministic TFSMs (with and without timeouts) has infinite sets of output delays. To
conduct these experiments we have created two tools: the first one for converting TFSMs into
automata (this tool is integrated into BALM-II), the second one for converting the global
automaton of the composition into TFSM. As it was suggested in earlier works, we describe
the infinite sets of output delays by linear functions, and it is important to know how often these
sets of linear functions appear to justify the importance of future investigations of the TFSM
parallel compositions (especially for deriving cascade composition). Results of the experiments
show significant amount (around 50 %) of TFSMs with infinite number of output delays. We
also estimate the size of the global automaton and the composed TFSM. In the experiments,
we do not consider global automata with the huge number of states (more then 10000).
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1. Introduction

Different systems, for example web-services, telecommunication protocols digital
networks etc. are targeted on interaction with each other. To analyze and synthesize
such systems one needs an adequate formal model. The Finite State Machine (FSM)
has proven to be a classical model for description of input-output reactive discrete
event systems [1]. Here, by “input-output reactive” we mean, that every input action
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is always followed by output reaction, and by “discrete event” we mean, that domains
for input and output actions are finite (discrete) sets. In this case, when talking about
interacting systems, main concept is a composition of FSMs. If there are two
communicating systems and the behavior of each system is described by an FSM,
then their common work can be described by the composition of those FSMs. Under
appropriate assumptions [2,3] this composition will also be an FSM. In this work we
consider so-called parallel composition [2]. In the parallel composition the interacting
systems work asynchronously in the assumption of a slow environment and this is
enough to guarantee the composition to be an FSM again. To build an FSM
composition BALM-II (Berkeley Automata and Language Manipulation) can be
used [3].

For more precise description of a system one should consider time aspects of its
behavior as well. For that reason we need some model which would be appropriate
for description of an input-output reactive timed discrete event system. Probably the
most general way to describe timed discrete event system (not necessarily input-
output reactive) is a timed automaton [6]. In works [4, 5] authors describe web-
services, using language BPEL. In [4] authors tell how they translate web services
into timed automata in order to verify them. In [5] the authors use more complicated
model — so-called Timed Extended Finite State Machine. Then they convert a TEFSM
into timed automaton. For further analysis, both, [4] and [5], use UPPAAL [16] as an
instrument.

Although timed automata are more than enough to describe any input-output reactive
timed discrete event system, they are not convenient for us. The reason is that we
would like to keep some room for analysis of the composition. Namely, we would
like to use the composition as a specification for a test generation. For the best of our
knowledge, methods of a test generation with guaranteed fault coverage for (timed)
automata are not well developed (frankly speaking we know only one paper [7],
which describes such a method). In contrary, test generation methods for FSMs are
well-developed and are still developing [8, 9]. And since parallel composition of
FSMs guarantees, that the result is FSM again, we would like to consider some kind
of Timed Finite State Machine as a model, which would presume this property of the
parallel composition. One possible timed augmentation of the FSM was mentioned
in [5]. But this model is quite complex and it is not clear, how to build parallel
composition for it. Another option to introduce timed FSM is Timed FSM with time
guards [10]. The theory of this model is highly developed [11], but it lacks an efficient
method to build parallel composition as well as the precious model.

And at last, the model we use in this paper, is the Timed Finite State Machine with
output delays and timeouts (TFSM) [12-15]. This model allows building parallel
composition in the same manner as it is done for common FSM. Given two TFSMs
we need to compose. First, the corresponding automata should be built [7], then we
compose those automata, obtaining so called the global automaton of the
composition. And then we need to transform the global automaton into TFSM. In [12]
very interesting effect of the parallel composition is shown. It turned out that
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composition of two TFSMs (with constant delays) can have infinite number of output
delays for a some transitions and those delays can be described by a finite set of linear
functions {b + k't | b, k € {0} U N}. The main objective of this paper is to investigate
how often this effect occurs. This would justify further development of the theory of
TFSM with infinite (countable) number of delays.

In some works [4, 5] authors use UPPAAL [16] as an instrument for manipulation
with models. Although UPPAAL is very powerful tool of timed systems analysis it
does not suit us, because it does not allow to build the composition explicitly. In [14]
we compare some tools that can be used for deriving the parallel composition of
TFSMs, and explain why we have chosen BALM-II.

BALM-II was designed to build parallel composition of two FSMs. To be able to use
this tool for TFSMs we use well-known transformation of TFSM into FSM, and in
this work we create a tool for converting TFSM into automaton and integrate it into
BALM-II. After deriving two automata for the given two TFSMs we construct a
global automaton (using BALM-II). In work [14] we suggest two approaches for
getting output delays from the composition of corresponding automata: first deals
with BALM-II once again, and the second is based on analyzing of time loops in the
automaton. In this work we create tool for converting global automaton into TFSM
based on the second approach.

Moreover, in works [14, 15] we consider TFSMs with output delays (without
timeouts). In this work we consider TFSMs with output delays and timeouts.

We use implemented tools to hold experiments. Since we describe the infinite sets of
output delays by linear functions, it is important to know how often these sets of linear
functions appear. The experimental results show significant amount (around 50 %) of
TFSMs with infinite number of output delays. We also estimate the size of the global
automaton and the composed TFSM. Unfortunately the upper bound of the number
of states in the global automaton is exponential due to fact that the automaton
determinization is needed for composition. In order to get the results of the
experiments in reasonable time, we throw away all examples for which the number
of states in the global automaton is too huge (more than 10000 states).

We see the contribution of the paper as three points. First, the algorithm for deriving
TFSM from the given global automaton (for the case, when TFSMs have both output
delays and timeouts). Second, new tools that allow to derive the binary parallel
composition of TFSMs automatically (taking in the mind that composition of two
automata can be derived using BALM-II). And probably the main point, the
experiments have shown, that the theory of TFSMs with linearly-countable output
delays is worth to be developed.

The outline of the paper is as follows. In Section II some preliminaries are given. In
Section III we describe the structure of the composition that we consider in our work,
and how the components communicate with each other. Section IV is devoted to one
of the implemented tools which allow to derive TFSM based on the global automaton;
we discuss extraction of output delay functions from the global automaton using an

235

Sotnikov A.P., Shabaldina N.V., Gromov M.L. Experiments on Parallel Composition of Timed Finite State Machines.
Trudy ISP RAN/Proc. ISP RAS, vol. 29, issue 3, 2017, pp. 233-246.

example, and propose an algorithm that is lied in the basis of the tool. Section V
describes the experiments and experimental results. Section VI concludes the paper.

2. Preliminaries

A finite automaton S is a 5-tuple (S, X, so, F, 1s), where S is a finite nonempty set of
states with s¢ as the initial state and F' < S as a set of final (accepting) states; X is an
alphabet of actions; and As € SxXxS is a transition relation. In this work we consider
only finite automata, so we will write simply “automaton” (meaning finite
automaton). The transition relation defines all possible transitions of the automaton.
The language Ls of automaton S is the set of all sequences « in alphabet X, such that
in automaton S there is a sequence of transitions (marked by «) from the initial state
to some final state. An FSM S'is a 5-tuple (S, 1, O, so, 4s), where S is a finite nonempty
set of states with s as the initial state; / and O are input and output alphabets; and
As < SxIxOxS is a transition relation. In FSM all states are final.

Let N be the set of natural numbers. Let F={ b+ kt| b, k € {0} UN } — the set of
all possible linear functions. TFSM [12] is an FSM with timeouts and output delays
S=(S,1, 0, so, 1s, As, 6s5), where 5S-tuple (S, 1, O, s0,As) is underlying FSM,
As: S — S x (N U{wo}) is a timeout function that determine maximal time of waiting
for input symbol, os: As — (2 ¥ \D) is an output delay function that determine for each
transition time delay for producing output symbol (output timeout).

The semantics of Timed FSM is as follows. We describe the behavior of a system that
has time aspects: timeouts and output delays. Timeouts describe the situation when
the system comes from one state to another not under the input symbol, but in the
case when no inputs are applied during some period of time. In practice it’s the case
of waiting for the password in internet-banking, etc. As for output delays, the meaning
of them is that the output symbol is produced for the given input symbol not
immediately but after some period of time. For example, a light can change not
immediately after a button is pushed but after some time.

We suppose that there is a global clock (timed variable) and this clock is reset to zero
when an input symbol (action) is applied, when an output symbol is produced and
when the state of the system is changed (for example, in the case of transition under
timeout).

3. Composition of Timed Finite State Machines

Parallel composition describes a dialog between two components. The structure of
the composition is presented in Fig. 1.
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Fig. 1. Structure of binary parallel composition

We suppose that the system works in “slow environment” (it means that the next input
can be applied to the composition only after it produces external output to the previous
input), the alphabets of different channels don’t intersect and there are no infinite
dialogs under internal inputs (it means no livelocks). We also suppose that each
component and the whole composition have timed variables. The values of these
variables are increasing synchronously, and they reset when the system gets an input
or when the state is changed.

In order to compose two TFSMs using BALM-II, we need, first of all, to derive the
corresponding automaton for each TFSM [12, 13]. In this work we implement a tool
for this step and integrate it into BALM-II as a new command TFSM2AutV1. This
implementation requires, that MV description of TFSM (BALM-II format) contains
special variable called Time. Domain of the variable 7ime contains only non-negative
integers which are used to describe timeouts and delays. For example, if a table of
transitions has head as follows

-table I Time O CS -> NS

and we would like to represent timeout transition s; 5 Sy, then it will appear as
nNEN S1 S2

where / — is the variable for input action, O — is the variable for output action, CS — is
the variable for the current state, NS — is the variable for the next state, f — is some
non-negative integer from the domain of the variable Time and the symbol "
represents the fact, that there is no action in corresponding channel. The ordinary

transition with delay, like s, ﬂ232 is described as

idos: s

where i — is from the domain of /, o — is from the domain of O, and d — is from the
domain of Time.

Then we derive parallel composition of two automatons using BALM-II (we describe
how to do this in works [14, 15]). The resulting automaton is so-called global
automaton and it describes the common behavior of two automata that are working
together in a dialogue mode.
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After deriving a global automaton that describes the common behavior of two given
TFSMs we need to construct the corresponding TFSM. We also develop a tool for
this step and describe the corresponding algorithm in the next section.

4. Deriving TFSM Based on the Global Automaton. Extracting
Output Delays Functions

Let’s consider an example of a global automaton (Fig. 2) and describe how to derive
the corresponding TFSM (Fig. 3). One can see that after Request there can be output
Deliver after 3 + 5¢ or 4 + 5t tick counts, where ¢ is arbitrary non-negative integer
number.

1 1

— T 1
1 e e

/"h: ; e Deliver > ¢ J L R
(. _Request i } 1 S ,/‘f1
- L R
, o ‘ fon e

1 Deliver

Puc. 2. Ilpumep 2nobanvrozo nonyasmomama

Fig. 2. An example of global automaton

Puc. 3. Coomsemcmeyrowuii 6pemenHol agmomam
Fig. 3. Corresponding TFSM

Request / Deliver ({3+5t, 4+5t})

In work [14] we propose a procedure for deriving TFSM based on the global
automaton for the case when the given TFSMs have only output delays (no timeouts).
In this work we propose more common algorithm that works also for the case when
the given TFSMs have both output delays and timeouts. The idea of this algorithm is
very simple. According to the theory the final states of the global automaton
correspond to the states of TFSM. Every sequence, which starts and finishes at some
final states of the automaton and goes through non-final states, corresponds to the
transition of the TFSM. The sequence can start only with input action or with special
action 1. If this sequence starts with special action 1, then every action of the sequence
is 1 and corresponding transition is timeout transition (timeout is the number of 1°
needed to reach final state). If the first action of the sequence is input action, then the
last action is output action and the intermediate actions are 1°. In this case the
corresponding TFSM transition is ordinary input-output transition with delay. The
delay — is the number of 1° in-between the input and the output actions of the
sequence. We just need to keep in mind, that sequence of 1° may form a loop. So we
do some precautions to detect loops when traversing the automaton transitions. The
number of 1° before the loop gives us b for linear function and the length of the loop
gives k for the function.
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Algorithm 1. Deriving TFSM based on the global automaton.
Input. Global automaton 4 ={4, 1w O U {1}, ao, F, 1)
Output. TFSM T=(T, I, O, t, A1, Ar, or) with the same behavior.
to=ao; T:= {to};
FOREACH non-visited state ¢ from 7 DO
IF3{,1,¢) € A+ THEN DO
ADD ¢ in T,
IF t ==¢ THEN ADD (¢, o, ') in Ap;
ELSE ADD (1,1, ) in Ar;

DONE
FOREACH input action i such, that 3 (¢, i, ') € 14
DO
b=0,V=0;
WHILE ¢ !'=NULL AND ¢ is NOT visited
DO
t'.b:=0b;
FOREACH output action o such, that 3 (¢, 0, #'") € 14
DO
IF /' ¢ F THEN DO
ADD ' inT;
ADD {f,0,¢")in V;
DONE
DONE
mark ¢ as visited;
bt++;

IF3{,1,¢")e J,THENY =¢",
ELSE ¢ :=NULL;
DONE
IF ¢ == NULL THEN £ := 0, nioop :=
ELSE k :==b—1.b, nioop := t'.b;
FOREACH (¢, 0, ") in V¥ DO
ADD (¢t,i,0,t") in Ar;
IF ¢.b < nioop THEN
ADD (t,1i,0,t"), t.b) in or;
ELSE
ADD (t,1,0,t"), .b+ k*x) in or;
DONE
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DONE
mark ¢ as visited;
DONE

5. Experimental Results

We conduct the experiments according to the following steps:

Step 1. Generate two complete nondeterministic observable timed FSMs:
left.fsmand right.fsm. At this step we use FSM generator from the tool [17].

Step 2. Convert generated TFSMs into AUT-format (BALM-II format). After this
step we have two files in AUT-format: left.aut and right.aut.

The number of all states in the automaton is S + S*/*D + S*T, where S — is the number
of states in original TFSM, / — number of input symbols, D — maximal delay, 7 —
maximal finite timeout. The number of stable states is S*T.

If we have no timeouts then 7= 0 and the number of states of the automaton is
S+ S*I*D.

Step 3. Convert files left.aut and right.aut with TFSMs into files
left_aut.aut and right_aut.aut with corresponding automata. In order to
do this, we created the tool and integrated it into BALM-II. We described the
algorithm for this transformation in the work [14]. In this work we only add in that
algorithm the transformation for timeout transitions.

Step 4. Derive the global automaton. We derive the global automaton using the same
sequence of BALM-II commands as we described in work [14].

The number of final states in the product automaton is S1*71*S2*72, where S1 is the
number of final states in the left component, S2 is the number of final states in the
right component, 71 is the maximal finite timeout in the left component, 72 is the
maximal finite timeout in the right component.

After the restriction we will have the global automaton with at most 25
states (since the restriction command includes determinization of the
automaton).

If we have no timeouts then the number of final states in the product automaton is at
most S1*S2 and after restriction we have at most 25" — 1.

Step 5. Derive TFSM based on the global automaton. For this step we created the tool
based on the algorithm that was proposed in the previous section.

We generated one hundred pairs of TFSMs for each set of parameters values (number
of states, maximal time delays and timeouts). In order to get results of the experiments
in reasonable time we fixed the number of inputs and outputs for each channel to 2.
We also need to mention that in experiments we did not consider global automata
with the huge number of states (more than 10000). It means that we have thrown away
such examples. The reason is that the upper bound of the number of states in the
global automaton is exponential because of determinization used during composition.

IFTI%S2472 _
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The experimental results are represented in Table 1. In the 3" and 4™ columns there
are percentages of TFSMs with infinite number of output delays (we need to use linear
functions for describing output delays). The difference is that for the 3 column we
calculated percentage of such TFSMs for the case when the components are TFSMs
with timeouts and output delays, and for the 4% column — only output delays (no
timeouts). First of all, we would like to comment on dashes (‘-’) in the 3" and 4"
columns. In those cases we could not conduct the experiments for the given
parameters in the reasonable time and the reason is the exponential upper bound of
the state’s number in the global automaton. For example, let’s consider the last row
in the Table 1: we have 4 states in the left TFSM and 4 states in the right TFSM, the
maximal finite timeout for the both is the same and it is equal to 7. According to our
experiments’ procedure, we first derive the corresponding automata for the given
TFSMs. The number of final states in the automata is S*7, where S is the number of
states in original TFSM, T — maximal finite timeout. So for our case the number of
states in the automaton for the left component (let’s denote it as S1) will be equal to
the number of states in the automaton for the right component (let’s denote it as S2)
and S1 = §2 = =4*7 = 28. So, each automaton will have 28 stable states. Then, we
estimate the number of states in the product automaton as S1*71*S2*72, where T1 is
the maximal finite timeout in the left component, 72 is the maximal finite timeout in
the right component, so, for our case the number of states in the product automaton
will be 28*7*28*7 = 38416. After the restriction we will have the global
automaton with at most 25771*52*72 _ 1 states since the command restriction does
determinization of the automaton, and for the last row in our table in the worst case it
can be 233416 _ | states and of cause it’s too huge automaton to deal with.

Tabn. 1. DxcnepumenmanvHuvle pe3yibmanvl
Table 1. Experimental results

Maximal Percent of TFSMs with | Percent of TFSMs with
Number of dela / infinite  number of | infinite number of
states elay output delays (with | output delays (without
timeout . .
timeouts) timeouts)
2 2 38 23
3 2 39 37
4 2 43 28
5 2 34 -
2 3 47 38
3 3 56 42
4 3 66 55
2 4 46 42
3 4 61 47
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Maximal Percent of TFSMs with | Percent of TFSMs with
Number of infinite  number of | infinite number of
delay / . .
states . output delays (with | output delays (without
timeout . ;
timeouts) timeouts)
4 4 63 53
2 5 67 36
3 5 - 51
4 5 34 69
2 6 - 52
3 6 - 54
4 6 - 68
2 7 - 51
3 7 - 50
4 7 - 75

According to our experimental results, around 50 % of TFSMs, that describe the
behavior of the composition, has the infinite number of output delays, so, further
investigations of such compositions are needed. It is an actual task especially for the
case of cascade composition [15], when each component is a TFSM with timeouts
and final sets of output delays, and we first compose two internal components and
then we need to compose the resulting TFSM with the remaining part of the system.
However, according to our experimental results, this resulting TFSM has infinite
number of output delays with high probability. So, more investigations of such
compositions are needed.

6. Conclusions

This paper is devoted to parallel composition of Timed Finite State Machines
(TFSMs). We consider the composition of TFSMs with transitions under timeouts
and output delays. It is known that even for the case when output delays are the finite
sets of nonnegative integers, the result of such composition can be a TFSM with
infinite set of output delays, and we describe such infinite sets by linear functions. It
is important to know how often these sets of linear functions appear in order to
estimate the importance of future investigations such compositions (especially for
deriving cascade composition). In order to conduct the experiments we created two
tools: the first one for converting TFSM into automaton (we integrated it into BALM-
II), the second one for converting the global automaton into TFSM. The experimental
results show significant amount (around 50 %) of TFSMs with infinite number of
output delays, so, further investigations of such compositions are needed. We also
estimate the size of global automaton and the composed TFSM. In experiments we
do not consider global automata with the huge number of states (more then 10000).
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The reason is that the upper bound of the number of states in the global automaton is
exponential because of determinization used during composition. We plan to propose
another approach for deriving the composition of Timed Finite State Machines. It will
be the part of our future work.
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AKcnepuMeHTbI MO NOCTPOEHUIO NapannenibHon
KOMNO3ULMUN BPpEMEHHbIX aBTOMaTOB

A.Il. Comnukoe <sotnikhtc@gmail.com>
H.B. Ilabanouna <nataliamailbox@mail.ru>
ML IT'pomos <maxim.leo.gromov@gmail.com>
Tomckuil 2ocyoapcmeenHblil yHugepcumen,
634050, Poccus, e. Tomck, np. Jlenuna, o. 36

AnHoTamms. B nanHOll pabGoTe MBI MPONODKAEM HANIM YCCIIENOBAHMS IIapaJUIeNIbHOM
KOMITO3UIIMM BPEMCHHBIX KOHEYHBIX aBTOMAaTOB. MBI paccMaTpHBacM KOMITO3HIHIO
BPEMEHHBIX aBTOMATOB C TalilMayTaMHy ¥ 3a€P>KKaMH BBIXOJIHBIX CUMBOJIOB. /I1s1 TOrO 4TOOBI
OLICHUTh, HACKOJBKO YacTO B MapaUICIbHOW KOMIIO3MIMU  HeJeTePMHHHPOBAHHBIX
BPEMEHHBIX aBTOMAaToB (C¢ TaliMayraMu u 0e3 TaliMayTOB) BO3HHMKAIOT OECKOHEYHBIE
MHOJKECTBA 3aJIEPXKEK BBIXOJHBIX CHMBOJIOB, MBI NPOBETH KOMIIBIOTEPHBIE 3KCIEPUMEHTBHI.
Jnst mpoBeleHUs TakMX SKCIEPUMEHTOB Mbl PEall30Bald [Ba WHCTPYMEHTA: MEPBbIH
MO3BOJISIET TMpeoOpa3oBaTh BPEMEHHOW KOHEYHBIH aBTOMAT B IOIyaBTOMAaT (ZaHHBII
HHCTpyMeHT BcTpoeH B BALM-II), Bropoii mo3BonsieT mpeoOpa3oBaTh TIIOOATBHBII
MIOJTyaBTOMAT KOMITO3UIIMU BO BpEMEHHOH aBTOMaT. OpHUEeHTHPYSICH HAa U3BECTHBIE PA0OTHI I10
JTAHHOM TeMaTHKe, MBI OITICHIBacM OCCKOHEYHBIE MHOXKECTBA 3a/IeP)KEK BEIXOAHBIX CHMBOJIOB
KOHEYHBIM 00pa3oM, a HUMEHHO, IIPH IIOMOIIY JTMHEHHBIX (yHKIHMH, 1 Hy)KHO 3HaTh, KaK 4acTO
TaKoe MHOXKECTBO JIMHEIHBIX (YHKIMI BO3HHUKAET, YTOOBI OLIEHUTHh BAKHOCTh NaJIbHEHIINX
UCCIIeIOBaHUN TapauleIbHOH KOMIIO3HMIHMK BpPEMEHHBIX aBTOMAaTOB (OCOOEHHO cliydas
KacKaJHOW KOMITIO3MIIMH). Pe3ynbTaTel SKCNIEPUMEHTOB IIOKa3ald, YTO B 3HAYUTEIBHOM
Konm4gecTBe ciaydaeB (0koio 50 %) BpeMeHHOH aBTOMAT KOMITO3HIUH COJAECPKUT OECKOHETHOE
MHO>KECTBO 33/IePKEK BBIXOJHBIX CHMBOJIOB. Kpome TOro, MBI OIleHHIN pa3Mep riIobanbHoOro
MoJTyaBTOMara W aBTOMaTa KOMIIO3MIMH. [IpM IpoBeAeHHH OKCIIEPUMEHTOB MBI He
paccMaTpHUBaiIK TJI00aIbHBIC TIOTYaBTOMATHI ¢ OOJIBIIMM YUCIIOM cocTostHuit (6osiee 10000).

KuroueBble cj10Ba: BpeMEHHBIE KOHEYHBIE aBTOMATHI; apauiebHas kommo3unus; BALM-IL.
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