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Annotanus. B nanHo#l paboTe omHMCaH MEXaHH3M aBTOMATHYECKOH KIACCU(DUKAIMH IIPeIyIPekACHUN
CTAaTHYECKOTrO aHAIM3a C UCHOIb30BAaHHEM METOIOB MAaIIMHHOrO oOydeHus. CTaTHYECKUH aHANIU3 SBISETCS
MHCTPYMEHTOM TOHMCKA NOTEHIHAIbHBIX YSI3BUMOCTEH M OIMOOK B MCXOMHOM Koze. OIHAKO 3a4acTyio
CTaTHYECKUE aHAIN3aTOPbI TEHEPUPYIOT OOJIBIIOE KOIMIESCTBO NPEAYIPEIKICHHIT, IPHIEM KaK HCTHHHBIX, TaK
U JIOXKHBIX. Bpy4Hyro IpoaHanu3upoBaTh BCe Hali/ICHHBIC aHATN3aTOPOM JIe(EKTHI SBISIETCS TPYHLOEMKOH U
BpeMs3aTpaTHON 3aj1aueil. Pa3paboTaHHbIH MEXaHM3M aBTOMATHYECKOH KIACCH(MKAIMK MOKA3ajl BBICOKYIO
TOYHOCTH Oosee 93% mnpu monHoTe OKONO 96% Ha HabOpe MNPeAyNpPEKACHUH, CreHepUPOBAHHBIX
IPOMBIIIUIEHHBIM HHCTPYMEHTOM CTaTHUYECKOIr0 aHaIK3a Svace IIPY aHaInu3e peallbHBIX IPOoeKToB. ['enepamus
HaOopa JaHHBIX JUI MOJCIH MAIINHHOIO 00Y4eHHsI OCHOBAaHA Ha MPEIYNPEKICHUASIX U METPHKAX HCXOJHOTO
KOZIa, TIOTy4YeHHBIX B MPOIEcce aHAJIM3a MPOEKTa CTaTHYECKUM aHalu3aTopoM. B pabote paccmarpuBalorcs
pa3IM4HbIE TIOJXO0ABI K 0TOOPY M 00pabOTKE MPU3HAKOB KJIACCH(DUKATOPA C YYETOM Pa3IMYHbIX OCOOEHHOCTEH
paccMaTpUBAacMbIX AITOPUTMOB MAIIMHHOIO o0OydeHHS. OQGEKTHBHOCTE pabOTHI MEXaHH3Ma H €ro
HE3aBHCUMOCTb OT SI3bIKa IPOTPAMMUPOBAHHUS MO3BOIMIN TOOABHTH €O B HMPOMBIIUICHHBIH HHCTPYMEHT
CTAaTHYECKOro aHamm3a Svace. Bblmm paccMOTpeHBI pasianuHble NMOAXOIbI K HHTErpald HHCTPYMEHTA,
YYHUTBIBAKOIINE cneumbm(y CTaTUYECKOIr'0 aHajau3aropa, u BbleaH Hal/lJ'IyL{lLll/lﬁ U3 HHUX.

KiroueBble ¢/10Ba: MalIMHHOE 00yYeHHE; CTATHISCKUI aHANN3; KIAaCCU(PUKAIINS; METPUKH HCXOJHOTO KOJIa;
IpeTyIpeKTCHUS.
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Abstract. This paper describes a mechanism for the automatic classification of static analysis warnings using
machine learning methods. Static analysis is a tool for detecting potential vulnerabilities and bugs in source
code. However, static analyzers often generate a large number of warnings, including both true and false
positives. Manually analyzing all the defects found by the analyzer is a labor-intensive and time-consuming
task. The developed automatic classification mechanism demonstrated high precision of more than 93% with a
recall of about 96% on a set of warnings generated by the industrial static analysis tool Svace during the analysis
of real-world projects. The dataset for the machine learning model is generated based on the warnings and
source code metrics obtained during the static analysis of the project. The paper explores various approaches
to feature selection and processing for the classifier, taking into account the characteristics of different machine
learning algorithms. The mechanism’s efficiency and its independence from the programming language
allowed it to be integrated into the industrial static analysis tool Svace. Various approaches to integrating the
tool were considered, accounting for the specifics of the static analyzer, and the most convenient one was
selected.
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1. BeedeHue

Hcronp30BaHMe CTATHYECKOTO aHANM3a MCXOAHOTO KOJa B MPOMBIIUICHHOW pa3paboTke
CTAHOBHUTCS CTaHAAPTHOH MPAaKTHKOH. OTO MO3BONSET 3HAYMTENHHO MOBBICHTH KaueCcTBO H
0€30MacHOCTh TNIPOTPAMMHOTO OOECTIeUeH s, CHIDKas 3aTpaThl Ha IOJJEPKKY CO3/1aBaeMBIX
MPOrPaMMHBIX IPOAYKTOB. ONHAKO CTaTHYECKHE aHAIMU3aTOPhl KOAa MOTYT T'e€HEpHpOBATh Kak
WCTHHHBIE, TaK U JIOKHBIE NpexynpekaeHus. 1o 3Tolf mpUuYMHE A OIEHKH KadecTBa paboOThHI
CTaTHYECKOT0 aHAIM3aTOpa IPHHATO HCIOIB30BaTh TOYHOCTH — JIOMI0 HCTUHHBIX MIPEAYIPEKACHUI
Cpeld BCEX, BBIAAHHBIX AHAIU3ATOPOM. TOYHOCTH IOMYJSAPHBIX CTATHYECKUX aHAIU3aTOPOB
Bapsupyercs oT 50% no 100%, B 3aBUCHMOCTH OT THIA UCKOMOH ys3BUMOCTH. COBpeMEeHHBIE
CTaTUYECKHE aHAIU3aTOPBI CIOCOOHBI BBIABIATH COTHU PA3IMYHBIX TUIIOB YSI3BUMOCTEH U OLIMOOK
B KOJIe, YTO HPHBOAUT K TEHEpary OOJBIIOr0 KOJNHMYECTBA NMpPEXYNPEXACHUH IS KPYITHBIX
poekToB (B cpeaneM nopsinka 10 npenynpesxxaenuii Ha 1000 crpok ucxoanoro kona). Ilockonbky
CTeHEPHUPOBAHHBIC MPEIYIPEXACHUS MOTYT OBITh KaK HCTHHHBIMH, TaK M JIOKHBIMH, HEOOXOIHUMO
TIPOM3BOINTD aHAIIN3 PE3yIbTATOB, UTO YAIlle BCEro pa3pabOTINKaM NMPUXOIUTCS JeaTh BPYIHYIO.
OT0 3HAYUTENBHO YCIOXKHSIET M 3aMeUIseT MpoIecc pa3paboTKM MPOrpaMMHOTO OOecTeYeHHsI.
Takum 00pa3zoM, akTyalbHOCTh pa3pabOTKH MeXaHW3Ma aBTOMATHYECKOH KiacCH(pHKain
NpeNyNpeKICHU Ha HMCTHHHBIE M JIOXKHBIE OOYCIIOBJICHA IOTPEOHOCTHIO B IOBBIIICHUH
3(GEKTUBHOCTH pa3pabOTKH IMPOTPaMMHOT0 OOECHEYCHUS] M OTCYTCTBHEM CYIICCTBYIOIIUX
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MacIITadUpyeMbIX, ITIPOBEPEHHBIX W HHTETPUPOBAHHBIX B IPOMBIIUICHHBIE CTaTHYECKHE
aQHaNIM3aToOpbl penieHHi. Bo3MOXHOCTH aBTOMATHYECKON KIIACCH(PUKAINH IPEIyNPEKACHAN
CTaTHYECKOTO aHalIM3a yxe OblIa 1mokazaHa B pabote [1]. OnHako Bo BpeMs U IOCe HHTETPAlUU
JIAHHOTO MEXaHW3Ma B CTaTHYECKWil aHamu3atop Svace [2] ObulM BBISBICHBI OCOOCHHOCTH
CTaTHYECKOr0 aHAJIN3aTOpa W aHAJIM3UPYEMBIX SA3BIKOB IIPOTPAMMHUPOBAHUS, YYUTBIBATE KOTOPHIE
HEOOXO0MMO ISl KOPPEKTHOM KIIaCCU(HKALINY MPEAYIPEIKACHHA.

Llemnpto maHHOM pabOTEHI SABISIETCS JOpabOTKA M MTOBHIIICHAE TOYHOCTH MEXaHN3Ma aBTOMATHIECKOH
KIacCH(UKAINK BBIIAHHBIX CTATHYECKHM aHAIM3aTOPOM MPEIYNPEKICHUH C HCIOIb30BaHHEM
METOJ0B MAIIMHHOI'O O6y‘IeHI/Iﬂ 1 €T0 UHTETpanus B HpOMLIH.UIeHHLIﬁ HUHCTPYMEHT CTaTU4YECKOTO
aHanm3a Svace.

JU1st TOCTIDKEHNSI HOCTABICHHON [IeIN HEOOXOAMMO BBITIOJHUTH CIIEIYIOIINE 3a1auH:
® HalTU U IPOAHATU3UPOBATh CYLIECTBYIOIINE IPOOIEMBI B pabOTe MEXaHU3MA;

e 10paboTaTh CXEMy HHTEIPAllMd CO CTATHYCCKUM aHAIU3aTOpoM Svace, YYUTHIBas
0COOCHHOCTH pabOTBl aHANM3aTOpa M pPa3IMuds B aHAIM3E pPa3HBIX S3BIKOB
IPOrpaMMHPOBAHHUS;

® TIOBBICUTBH KauecTBO U 3()(eKTUBHOCTH KIaCCU(PUKALUY C IOMOIIBIO 0TO0pa MPU3HAKOB U
BBIOOpA HAWTYYIIIEr0 aIrOPUTMA MAIIUHHOTO 00y4eHuUS;

®  PAcCMOTPETh Pa3IMYHbIC MOJXOJbl K MHTETPALMM MeXaHH3Ma B Svace C MOJIepPKKOH
Pa3IMYHBIX CIICHAPUEB UCIIOJIb30BAHUS U PEall30BaTh HAaHOOIee ONTUMAJIBHBIN 13 HUX.

KnrodeBsiM TpeGoBaHHEM K paboTe MeXaHH3Ma KJIacCU(DUKALUK SBISETCS MOBBIIIEHUE TOUHOCTU
pe3yIbTaToB PabOTHl CTATHYECKOTO aHANNU3aTopa 0e3 MoTeph B MOJIHOTE.

e mojyiepkKa (HOPMATOB MPEACTABICHUS JAHHBIX, MOJYYEHHBIX B Ipolecce padoThI
CTaTHYECKOT0 aHAJIN3aTOoPa,;

e opdexruBHas o00paboTka OOMBIIMX OOBEMOB JaHHBIX, BKIIOYAas MAECATKHA THICSY
HPETyNPEKICHUI U COTHH Pa3INIHBIX METPUK, COOPAHHBIX M3 MIJIIMOHOB CTPOK KOJIa;

e 00paboTKa pe3ysbTaTOB PAOOTHI AHAIH3ATOPA C YI€TOM OCOOEHHOCTEH MX CTPYKTYpPHI U
pa3nuyuuii Ui pa3HbIX A3bIKOB IPOrPAMMHUPOBAHMUS;

® BO3MOXHOCTH HOO6y‘IeHI/IH MOJICJIM Ha II0JIb30BATC/IbCKUX JTaHHBIX,

® KOMIIAKTHOE€ XpaHEHUE MOJCIH, MO3BOJIAIOLIEC BKIHOYUTH e€ B cocTaB I[I/ICTpI/I6yTI/IBa
CTaTUYCCKOr'0 aHaJIu3aTopa.

2. Cywiecmeyroujue peweHus!

J1s  aBTOMaTHMUYeCKOH KiIacCHOHKAUMKM MPEAyNpPexJIeHHH, ITOTyYeHHBIX OT CTATHYECKHX
QHAIIM3aTOPOB, CYIIECTBYET PsiJ] PEIIeHHIT U NCCIeT0BaHUH.

OnHO U3 HUX OCHOBAHO Ha UCIOJb30BAHMU CBEPTOUHBIX HelpoHHbIX ceTedl (CNN) [3]. B atom
pelIeHnH KIacCU(pUKATOP UCHIONb3YyeT (parMeHThl HCXOAHOTO KOJIa B Ka4eCTBE MIPU3HAKOB MOJIEIN
MaIIMHHOrO o0yueHus. CpeHss TOYHOCTh pemeHus: gocturaet 79.72%. OaHako mnpeacTaBlieHbl
pe3yibTaThl TOJNBKO JUISL INECTH AETEKTOPOB, IS KOTOPHIX YAQJIOCH BBISIBUTH JIGKCHYECKHE
mabJIOHBl HCXOJHOTO KOJa, Bedb ISl OONBIIMHCTBA JIe()EKTOB HEJOCTATOYHO JIOKAJIBHOTO
KOHTEKCTa ISl OIpeJielIeHHs] HICTUHHOCTH. boree Toro, xapakTepHoil 0cOOEHHOCTBIO MOzienell Ha
OCHOBE CBEPTOYHBIX HEHPOHHBIX CeTeH SBIAETCA JUIHTENbHOE BpeMs oOydeHus (Mopsika
HECKOJIbKIX JacOB) JjaXke MPH HCTIONb30BAHHN IPadHIECKOTO YCKOPHTEIS.

Taroke cyIecTByIOT HCCIEI0BaHUS [0 IPIMEHUMOCTH MAIIMHHOTO 00yYeHNs JUTsl KacCH(HUKan
NpeayNpeKAeHUH CTaTHuecKuX aHanu3atopoB [4]. B nmanHoif pabote paccmarpuBaercs
MpPUMEHEHHE aITOPUTMOB MAallIHHOTO 00Y4EHHMS, TAKUX KaK METOJI OTIOPHBIX BEeKTOpoB (SVM) [5],
K-ommxkaiimux coceneit (KNN) [6], cnygaiinstit iec (Random Forest) [7, 8] u anroputm RIPPER
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[9], mns kmaccupUKaMyU NPEeayNpeXICHHH CTaTHYECKUX aHAaIM3aTOpoB. Hammydiryro TOYHOCTB
MOKa3aJl AITOPUTM citydaitHoro jneca (83%—-98%).

B kadecTBe MpU3HAKOB VI MOJENel MaIMHHOTO O0y4YeHNs B TAHHOH paboTe ucnonb3yroTes 111
METPUK HCXOAHOTO KOJa, pAacCUMThiBaeMble ¢ moMomiplo MexaHu3ma Understand [10].
TecTupoBaHHEe MPOHM3BOIMIOCH TOJNBKO U 7 THIOB OIIMOOK M3 MEpedyHs OOUIMX AC(PEKTOB U
yazsumocteii CWE [11]. B kauyectBe HaGopa MpeaynpekaeHHi HCIOIb30BAINCH PE3yJIbTAThI
paboTHl CTaTHYECKOTO aHAJIM3aTopa Ha CHHTETHYECKH CreHepHpoBaHHOW BhIOOpKe Juliet s
C++[12].

Takxke CyIECTBYeT pELICHHE C HHKPEMEHTAIbHBIM MEXaHH3MOM MAIIMHHOTO OOyYeHHs.
TecTupoBaHHe TPOM3BOIMIOCH HAa 9 MPOEKTaX C OTKPHITBIM HCXOJHBIM KOIOM Ha S3BIKE
nporpaMMupoBaHus Java. B kadecTBe NMPHU3HAKOB HCHOJIB30BAICH XapPAKTEPUCTUKH HCXOIHOTO
KoJa M TPenyNpexIeHHH, TOMydeHHBIC ¢ MOMOIIBI0 CTATHYECKOTO aHAIN3a KOAa, METaJaHHBIX
MPOEKTa W HCTOPHU Bepchil. Bpum mcciemoBaHBl TPH MOJETH MAIIMHHOTO OOYYEHHS, HpPH
WHKPEMEHTAJILHOM aKTHBHOM O0YUYSHHUHU HAMITY4IIYIO TOYHOCTh MOKAa3aJl METO OMOPHBIX BEKTOPOB
(oxomo 90%). OgHaKo TaHHOE PEIIHUE IUIOXO MACIITaOUpyeMO U Pecypco3aTpaTHO, MOCKOIbKY
JUIS KaXKIOTO HOBOTO IIPOEKTa HEOOXOJMMO CHOBA 3aIlyCKaTh aKTHBHOE OOydeHHe, H Tpedyercs
KOHTPOJIb Ka4eCTBa HA KaXKJOM 3Tare 00y4eHHs: MOJETIH.

CymIecTBYIOIINE HCCIETOBAHHS OTPAKAIOT JIUIIL TEOPETHIECKYI0 BO3MOKHOCTD HCIOJIB30BaHMUS
METOJIOB MAaIIMHHOTO OOy4deHHs Uil BepH(OHUKAMH pPE3yJbTaTOB pPabOTBl CTATHYECKHX
AQHAIN3aTOPOB, a CYLIECTBYIOIINE PEIICHUS UMEIOT PsiJi HEOCTATKOB M OorpaHuueHui. OIHAKO C
MOMOIIBIO aHAJIN3a CYIIECTBYIOIINX PEIICHUH MOXKHO CJIETIaTh BHIBOIBI O BAXKHOCTH OIPE/ICIICHHBIX
MPU3HAKOB ¥ KAYECTBE OINPEACICHHBIX MOJICNICH MAIIMHHOTO O0YYEHHSI, YTO IMTO3BOJISIET TPOBOIUTH
HCCIICIOBAHUSI, OMUPAsICh Ha HAMITYYIINE TPAKTHKH.

B nmanHO#t paboTe mpencTaBieH MOAXOX K aBTOMATHYECKOH KiIacCH(pHKAIUHM HpenyHpexIeHHUH,
YYUTHIBAIOLINI BCE HEJTOCTATKH CYIIECTBYIOIINX penieHui. MeXaHH3M He 3aBHCHT OT CHHTaKcHCca
sI3bIKAa MPOTPaMMHpPOBaHUS M TUNA JAeeKTa, KiIacCUPUKAIys TPOU3BOAUTCA 3a Majoe IO
CPaBHEHHUIO CO CTATHYECKMM aHAmM30M BpeMs. [Ipu TecTHpoBaHMHM Ha peabHBIX NPOEKTaX C
OTKPBITHIM UCXOHBIM KOJIOM ObLiIa JOCTUTHYTA BBHICOKAsi TOYHOCTH, cocTaBistomas 92%.

3. PazpabomaHHbIl MexaHU3m

Pa3paboTaHHbI anropuT™M aBTOMATHUYECKOH KIacCHU(HUKAMU NPEeAyNpexIeHUi cocTouT u3s 4
3TaIoB:

e TcHepalus MPU3HAKOB: CO3/laHHe W 00paboTKa MPHU3HAKOB JUIS MOJEIH MAIIMHHOTO
0o0yd4eHHs Ha OCHOBE IPEAYIPEXICHUH 1 METPUK HCXOIHOTO KOJa;

e 00yueHue Mojenu: MoJ00p runepnapaMeTpoB MoAeNu 1 o0ydeHue Ha IpeJOCTaBICHHOM
Habope JaHHbIX;

e xnaccuduKanys NpeaynpexIeHUH CTATHYECKOTO aHAIU3aTOPa: MOJIENb MPEeACKa3bIBAeT
BEPOATHOCTh HCTHHHOCTH NPEIYIPEKICHUI;

e oToOpaxeHHMe WM (UIBTPAIMA: pPe3ynbTaThl KIACCH(QUKAIMH OTOOpakaloTcs B
MOJIb30BATENBCKOM ~ MHTepdelice WM HCHONB3YIOTCS Il (HIBTPAlUH  JOXKHBIX
npeaynpexaeHu.

B xagecTBe IpH3HAKOB AT MOJENH MAIIMHHOTO OOYYEHHS HCIOIB3YIOTCS METPUKH HCXOJHOTO
koma. Mempuxamu [13] UCXOXHOTO KO#a Ha3bIBAIOTCS UYHCIIOBBIC 3HAUYCHUS, XapaKTEPH3YIOLINE
KaueCTBO HCXOJHOI0 KOJa U LIMPOKO NpHUMEHseMble NI o0ecleyeHs KauecTBa MPOrPaMMHOIO
obecnieuenus (QA) [14], Hampumep, IUKIOMATHYECKas! CIIOKHOCTh, TO €CTh KOJHMYECTBO JIMHEHHO
HE3aBUCUMBIX ITyTeH B KoJie. MeTpUKU BBIYUCIAIOTCSA OTACNBHO JUIL KaXkIoi Aupexropuu, daiina,
Klacca W MeToJia, KOTOpele B pabore OyaeM Has3bIBaTh cyuyHocmsmu. BEIYHCIECHHE METPHK
ucxonHoro koma B Svace ocymectBisierca komrnoHeHToM SCRA (Source Code Relation
Analyzer) [15]. B pesynsrare paboTsl Svace reHepupyroTes Gaiii ¢ mHpopManyei 0 MeTpHKax U
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¢aitn ¢ wadopmarmel o cymHOCTAX. A KaKmZOH CYIIHOCTH aHAIH3MPYEMOTo IIPOEKTa
CTaTHYECKHI aHATM3aTOP COXPAHSIET UM, YHCIOBOI YHUKAIbHBIH HACHTH(DHUKATOP ¥ YHUKATbHBIN
UICHTH()UKATOP POMUTENILCKON CYITHOCTH. [y KaXIOH METPHKH MCXOIHOTO KOZA COXPaHACTCS
THII, 3HaY€HUEe ¥ YHUKAJIbHBIH HACHTH(HUKATOpP CYIIHOCTH, K KOTOPOH OTHOCHTCSA MeTpuKa. Beero
Svace paccunTbIBaeT 3Ha4eHUS Ui 141 THma METpUK.

PaccMoTprM  0COOEHHOCTM  HEKOTOPHIX — CTaamii paboTBl  MeXaHM3Ma  aBTOMATHYECKOMH
KIacCH(UKAINH TIPeLyTPeKIeHIH.

3.1 Ocob6eHHOCTM peanu3aun MexaHu3ma reHepauum NpPU3HaKoB

Peanu3anus anropuTMa COIOCTaBIEHUS NPEIYIPERKICHUS C €r0 YHUKAIbHBIM HaOOpOM 3HaUeHUIl
METPUK JOJDKHA YUYMTHIBATH OCOOEHHOCTU XpaHEHHs pe3ylbTaToB paboTel Svace. OCHOBHas
CJIOXHOCTb COCTOMUT B TOM, YTOOBI OIPENEINTh, KAKUE IMEHHO 3HAYEHHS METPUK COOTBETCTBYIOT
KOHKpETHOMY Hpenynpexaenuto. [losromy, crepBa HEOOXOAUMO ONIpPENENUTh, KaKHe CYIIHOCTH
OTHOCATCA K NPEIyNpexkICHHUIO M0 MOJHOMY IYTH K IPEIyNpeXICHHIO U CHUTHAType (YHKIUH.
ITocne 3TOr0 CTaHOBUTCS BO3MOXKHBIM IO YHHUKAIBHOMY UJICHTH(HUKATOPY CYIIHOCTH HAHTH BCe
COOTBETCTBYIOIIME €M 3HAYeHHs METPHK, TeM CaMbIM COINOCTaBUB HPEIYNpPEKICHHS CO
CrIenU(UIHBIM UTs HeTO HAOOPOM METPHK UCXOTHOTO KOJa.

3.1.1 O606LUEeHHbIN anropuTm

CxeMa anropurMa reHepaluy Mpu3HakoB MpeACTaBlieHa Ha puc. 1.

ConocTaBnexne c CYWHOCTAMK

ConocTaeneHwe

4
Hafop BeKTOPOB NPU3HAKoB
<M (M1, M2, )=
Iy

WABHTUPMKATOPEI CYLWHOCTER |
—=| Mpeaynpexpetna (M) - ANA NpeynpexaeHns

<M:(C1,C2,..)>

ng

Npem s

Puc. 1. Cxema ancopumma zenepayuy npusHaKos.
Fig. 1. Feature generation scheme.

ITocne cocTaBieHUs CIUCKA CYIIHOCTEH, OTHOCSIIUXCS K IPEeayNpexICHHUI0, IPOUCXOIUT MOUCK
3HAUCHUH METPUK AJIs1 KaX 0l cymHocTu U3 ciucka. Kak H3BeCcTHO, B IIOJTHOM ITyTH K (hailTy MOXKeT
OBbITh HECKOJIBKO IUPEKTOPHUH, AHAIOIMYHO, B CUTHAType (YHKIUM MOXET OBITh HECKOIBKO
KJIaccoB. B BeKTOp IPU3HAKOB 3alUCHIBAIOTCS METPUKH, BBIYUCICHHBIE A1 Hauboiee IIyOOKHX
CyHHOCTEeH Kaxaoro Tuma. To ecTe M3 BCeX AMPEKTOPHH METPUKU 3alMCBIBAIOTCA AN TOH, B
KOTOpPOH HemocpeACTBeHHO Haxomutcs aitn. Ilomumo Merpuk, B ¢aiin ¢ HpU3HAKaAMU
3alUCHIBAaeTCS  TAaKkke THI  HalaeHHOTo  Jedekra, CTaTyc HPEeayNpeXKIeHHs,  SI3BIK
IPOrpaMMUpPOBaHUS AHAIU3UPYEMOI0 IIPOEKTa M HOPSAKOBBIA HOMEp HpenynpeskaeHus (It
00paTHOIO COMOCTABJICHHS IPU3HAKOB C UCXOAHBIMU MPEAYNPEKICHUAMHU).

Jns  yckOopeHHs COCTaBIEHHMS CHHCKOB  HICHTU(HKATOPOB  CYIIHOCTEH  HCIONB3yeTcs
K3IIMPOBAHKE: PH ITIOJTHOM WIIH YaCTHYHOM COBITQI€HHH HICKOMOTO ITyTH MJIH CUTHATYPBI QYHKIUH
C TMPEABIIYLIIMM IPEAYNPEKACHHEM HET HEOOXOIMMOCTH HCKaTh BCE CYNIHOCTH 3aHOBO. [l
HCIIOBb30BaHMS KIIINPOBAHUS IIOCTIE IPOUTEHHMS (aiiina ¢ mpexynpex AeHUAMH HHPOPMAIHs O HUX
coptupyercs o uMmeHH (aitna. Eciu nmena (aitioB 0TMHAKOBBIE, TO COPTUPOBKA MPOUCXOAUT TI0
UMEHH (QyHKIHH.
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3.1.2 OcobeHHOCTU peanusaunmn

B mpomecce pa3paboTkm W pabOTHl MeXaHH3Ma TeHepaliH IPU3HAKOB OBUTH BBISABJICHBI
0COOCHHOCTH XpaHEHHs pe3yJIbTaTOB PaOOTHI CTAaTHYECKOTO aHAIN3aTopa.

Jns Toro, 4roObl MONYYHTh HAOOp MMEH CYIIHOCTEH W3 IOJHOTO MyTH K (ailly W CHrHATyphI
(YHKIMY, HY)KHO Pa3[eiuTh UX CTPOKOBBIC MPEACTABICHHS MO COOTBETCTBYIOIIMM CHMBOJIAM-
paznenurersiM. Kpome toro, mmst C++ uMeHa QyHKIHUH SBISIOTCS NeKOPHUPOBaHHBIMU (mangled), n
9TOOBl TOJNYYHTh HCXOJHBIC HMEHa (YHKIHMI, MX HEOOXOIMMO BOCCTAaHOBHTH IPH ITOMOIIN
JieKoziepa.

Eure onHoii mpo6iaeMoit sIBIsieTcss HEBO3MOXKHOCTD OJJHO3HAYHO ONPEIETIHTh CYIIHOCTH TOJBKO MO
ee HMMEHH, IOCKOJBKY HECKOJBKO CYIIHOCTEH MOTYyT HMETh OJIMHAKOBBIC 3HAYCHUS HMEH.
WubopManus o CynIHOCTIX UMEET HePAPXUIECKYI0 CTPYKTYPY: MPOEKTHI ¢ TOYKH 3pEHHS MaIlloK U
(haitoB, MCXOMHBIN KO — C TOYKH 3pPEHHUS KIaccoB M (GyHKIMHA. B kauecTBe pemieHHs NaHHON
MpoOJIeMBl TIpeaJIaraeTcsi UCKaTh MMEHA CYIIHOCTEH IMOCIeNOBATENFHO C YYETOM Hpeblaymieit
CYIIHOCTH KaK poguTess TeKymend. YToOs! mouck Obl1 Hanbomee 3¢ HEeKTHBHBIM, CTPOUTCS AEPEBO
CYIIHOCTEH.

OnHako W 3TO pelIeHHe HE TapaHTUPYET KOPPEKTHYIO paboTy MOKMCKa CYIIHOCTEH, MOCKOJBKY
OJIMHAKOBBIC UIMEHA MOT'YT UMETh M CYIIHOCTH C OJTHAM U TEM K€ POJIUTENEM, HAIIpUMeED, B CIIydae
¢ pasmensieMbiMu (partial) kmaccamu Ha s3bike C# wim ans siseikoB Ct+ u C# npum
MHOTOKPaTHON KOMITWIIALIMY (aiiyia ¢ pa3THIHBIMH 3HAYSHUSIMH CHMBOJIOB YCJIOBHOM KOMITHIISIIIIH.
Jlna pemieHns faHHOU NPOOJIeMBI IPEATIOKEHO H00ABUTH MPOXO IO AEPEBY CYLIHOCTEH MOCIe ero
MOCTPOEHHA, B HPOIECCe KOTOPOI'0 COCTABIACTCS OOIIMH CIIMCOK MOTOMKOB ISl CYIMHOCTEH C
OJMHAKOBBIMH HICHTH(HKATOpAaMH M HMEHaMH. YTOOBI COXpaHUTH HCXOTHYIO HEpapXHIo,
yKa3aTelIn Ha POAUTENBCKHUHN y3€l y BCEX IOTOMKOB OCTAIOTCS MIPEXKHUMH.

W3-3a pasmuums B ¢opmarax 3alHMCH CUTHATYp (YHKIMH C BIOKCHHBIMH KJIAacCaMH JUIS
npexynpexaeHus (Outer.Inner.Func ()) B COOTBETCTBYIONIMX WM CyIIHOCTed B (aiine c
uH(popManue o Bcex CymHocTAX (Outer — OutersInner — Func) nocie HOCTPOCHUS JepeBa
CYIIHOCTEH HEOOXOANMO COBEPIIATh €Ie OJMH MPOXOA I YCTPAHEHHS pa3InInii.

OnucaHHBI MHCTPYMEHT OBLT peann3oBaH Ha s3blke C++ JUIs yMEHBIICHHUS 3aTpaT PecypcoB U
BpPEMEHH.

3.2 O6paboTKa gaHHbIX U BbIGOp Mmoaenu

MexaHu3M KkiaaccudUKalUi peaan30BaH B BUAE IporpaMmbl Ha s3bike Python, mcmonssyromeit
MOMyJIsIpHble OMONIMOTEKH MAIIMHHOTO OOY4eHUs U aHanu3a AaHHbIX pandas [16] u scikit-learn
[17], a Taxoke 6udnnorexy Beautiful Soup [18] nyst pabotel ¢ nanusiMu B popmate XML.

3.2.1 Jo6aBneHue u oT60p NpU3HaKoB

B cremepmpoBanHOM Habope BEKTOpOB MPH3HAKOB 3HAadeHHMs THMAa JedeKkra M craryca
HpeIyNpeKIeHUs ABIAIOTCS CTPOKOBBIMU. CTaTyc NpenynpeskIeHus KOAMPYETCs CIEAYIOLIHUM
00pa3oM: HCTHHHOE HPEIyNpekICHHE KOAUPYeTCsS 3HA4eHHEM 1, JIOXKHOE IpeaylpexIeHue —
3HaueHueM 0. Tunm nedexra onpenenseTcs yHUKAIbHBIM CTPOKOBBIM 3HaueHHEM. OHAKO K 3THM
3HAQUCHUSIM MOTYT OBITh 100ABIIEHBI CTPOKOBBIE 3HAYECHHS TETOB B JIIOOOM KOJIMYECTBE U B JIOOOM
nopsake. Hanpumep, ter . TEST B Tune npeaynpexaeHus HANDLE LEAK.EXCEPTION.TEST
TIOKa3bIBAET, YTo JieekT Tuna HANDLE LEAK Haii/ieH B K0oJie TECTOB; B TO BpeMs Kak Ter . RET B
TUIe npexynpexaeHus DEREF OF NULL.RET.LIB.PROC 03Ha4aeT, YTO HaWAEeHHBIH AeeKT
tuna DEREF_OF NULL OTHOCUTCS K BO3BpallaeMoMmy U3 (yHKIHMU 3HaueHuro. CIUCOK TEeroB
SBJAETCA OOIMM JUIf BCeX THIOB JedexToB. CIUCOK TEroB sBIAETCS OOLIMM JJIsI BCEX TUIOB
nedexroB. [TockonbKy Kaxoe IpeaynpeKIeHIe IMeeT POBHO OMH THII e(eKTa, HO MOXKET HMETh
MPOM3BOJIBHOE KOJIMYECTBO TETOB, TUIl MPEAYNPEKICHUSI KOAUPYETCS C IOMOLIBI0 HHCTPYMEHTA
LabelEncoder, a Jyif TEroB IpUMeHsAeTCs TUll KonupoBanus One-Hot ¢ moMolibto MHCTpyMeHTa
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OneHotEncoder oOubauoreku scikit-learn. To ects Tun aedexra KoaUpyeTCs YHHUKATbHBIM
YHCJIOBBIM 3HaYEHHEM, B TO BpeMsI KaK [T KayKIIOTO Tera Jo0aBisieTcsl CBOM MPU3HAK CO 3HAYCHUEM
1, ecnu Takoi Ter go0aBieH k THy aedekra, u 0, eCliu HeT.

Jnst Toro, 4roObl anrOpUTM MALIMHHOTO OOYYeHHs Jydlle TOHUMANl CTPYKTYPy IAHHBIX WU
3aKOHOMEPHOCTH B HUX, B KAYE€CTBE MPU3HAKOB J0OABIAIOTCS HCXOIHAS TOYHOCTh aHATIHU3ATOpa 0
HCTHHHBIM TPEIYNPEXICHIAM U o0Inee KOJNMYECTBO MpEeXyNpekaAeHuil B ¢aine W B (YHKIHUH.
HcxomHast TOYHOCTH paccuuThIBaeTCA Ha HabOpe MaHHBIX Ui OOYYCHUs KaK JOJS HCTHHHBIX
MPEIYNPEKACHAI OT BCEro KOJNMYECTBA NPEYNPEKICHHH, a KOJIWYECTBO IMPEIYIPSKACHUN B
(aiinax u B QYHKIHSIX pAaCCUUTHIBACTCS HA TOJIHOM HaOope naHHbIX. Co3/1aHHe HOBBIX MPU3HAKOB,
creuupUYHBIX JUTS AaHHOHM 3a7a4yu, 3HAYMTENIFHO MOBBIIIACT HH)OPMATUBHOCTD JaHHBIX. OOriee
KOJIMYECTBO MPU3HAKOB, BKJIIOYAIOUIUX B CE0s1 METPUKH UCXOAHOTO KOAIA, THIIT AeheKTa, KOJINIEeCTBO
IpexynpesxaeHuil B Qaiine u B pyHKINN U HCXOJHYIO TOYHOCTh IETEKTOpa, paBHO 163.

Ilpn ananm3e HAKOIUICHHOM IUCHEpPCHH OCe HpOoeKnuH (puc. 2) OBUIO BBIABICHO, YTO IPU
KOJM4ecTBe Ipu3HaKoB Ooipmre 100 3TOT mokasaTens nepecraet pactd. [10CcKoNbKy HaKoIIEHHAS
IUCHEepCHst OCe MPOCKIWH MOKa3bIBAET, HACKOJIBKO XOPOIIO OIHCHIBACTCS H3HAYaIbHOE
pacnpeneseHHe BEIMYMH B 3aBUCHMOCTH OT KOJMYECTBA HPH3HAKOB, TO ITIPH YMEHBLICHHU
Ppa3MepHOCTH UCXOIHBIX MPU3HAKOB 10 100 HCXOMHBIC 3aBUCHMOCTH HE OYIyT MOTEPSHBL.
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Puc. 2. Haxonnennas oucnepcus oceil npoexkyuu.
Fig. 2. Cumulative explained variance.

OT100p NPHU3HAKOB HPOM3BOAUTH BAKHO, MOCKOJBKY OOJIBIIOE KOMHYECTBO HMPH3HAKOB MOXET
IOpUBECTU K IIepeoOyueHHro: ueM OoJbllle MPU3HAKOB, TeM IPOIIE MOJENU HAWTH JIOXKHBIE
3aBUCUMOCTH B JaHHBIX. bonee Toro, mpu Oonblleil pa3sMEpHOCTH IPOCTPAaHCTBAa IPH3HAKOB
YBEJIMIHNBACTCSI BpeMst 00ydeHHs ¥ BpeMs KIacCH(HKAINH, 0COOSHHO IS aITOPUTMOB MAIIIMHHOTO
00y4eHHs1, UCTIOJb3YOIIHX JIEPEBbS, 4 TAKKE AITOPUTMOB, OCHOBAHHBIX HA IPaIEHTHOM OYCTHHTE.

3.2.2 NoaroToBKa HAGOPOB AAHHbIX

Tlocne co3zmanus HaOopa BEKTOPOB HPH3HAKOB IS NPEAYyNPEXICHUH, IS OOydeHHs MOJIenn
HEoOXOQUMO pa3JeluTh Ha0Op NaHHBIX HAa TPEHHPOBOYHBIM, BalIWMAANMOHHBEINA, M, B CIydae
TECTHPOBAHUs, TeCTOBbIH. OOBIYHO TPEHUPOBOUHBI HaOOp AaHHBIX cocTaBisieT 80% OT Beex
BEKTOPOB, a BaJIMJALOHHBIH, COOTBeTCTBEHHO, 20%. B cimydae, korna HabOp JaHHBIX JEIUTCS Ha
TPU YacTH, TPEHUPOBOUHBIA HAOOp AaHHBIX COCTaBIAET 56%, BaTuJaluOHHBII — 14% 1 TecTOBbIH
— 30%. UroObl B TPEeHHPOBOYHBIH HAOOp JAHHBIX HONAIM HPETYNPEKICHHS JUIT BCEX THUIIOB
Je(eKToB, pasjeleHne HCXOJHOTO Habopa NaHHBIX IPOMU3BOAUTCS OTIEIBHO JUIS KaXKAOTO THIIA
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nedexra. 3aTeM HOTydeHHBIE TaHHBIE OOBEIMHAIOTCS B OOIIHMI TPEHHUPOBOUHBIH, BaTHIAIIMOHHBIN
W, B cCiIydae TECTHPOBAHWs, TECTOBBI Habop. lcxomHblii Habop IaHHBIX SBISCTCS
HecOalaHCUPOBAHHBIM M0 KOJMYECTBY JIOKHBIX M HCTHHHBIX HPEAYNPENKISHHH: KOJIUYECTBO
00BbeKkTOB Kinacca 0 B HECKOJIBKO pa3 MEHbIIE KOIMYecTBa 00beKTOB Kiacca 1. UToOBI COXpaHUTh
OTHOUICHUSI KOJIMUeCTBA 00BEKTOB Kiacca 0 K KOJIM4ecTBy 00BbEKTOB Kitacca 1 Kak BO Bcex Habopax
JIAaHHBIX, pa3/ieieHHe UCXOJHOTO Habopa JaHHBIX MPOU3BOAUTCS CO CTpaTH(UKAlMEl, TO eCTh C
GanancupoBkoi. DyHknusa train test split Oubmuotexu scikit-learn, xortopas sBnsercs
MEXaHM3MOM pa30MeHHs MCXOAHOr0 Habopa JaHHBIX, UMeeT mapamerp stratify, 3HaueHueMm
KOTOPOTO SIBJISIETCS IPU3HAK JUIS CTPATU(UKALIUH, B TAHHOM CITy4ae 3TO 1eJIeBOe 3HAYCHUE — CTaTyC
NpeayHIpEKICHUS.

BaxkHbIM 3TanmoM MOArOTOBKM JaHHBIX JUIS MOJENM MAIIMHHOTO OOYYeHHs SIBJISETCA
MacITa0UPOBaHUE — IMPUBEACHHUE PACTPEICICHUSI 3HAYCHHH BEKTOPOB MPU3HAKOB K CPEIHEMY,
paBHomy 0, M cTaHgapTHOMY OTKJIOHEHHWIO, paBHOMY 1. HeoOxomumocTs MacuiTaOupOBaHHS
oOycioBieHa TeM, YTO JaHHBIC, pa3Hble MO (U3MYECKOMY CMBICTY, CHJIBHO OTIMYAIOTCS IO
a0COMIOTHBIM 3HaueHWsM. JlucOanaHc MexIy 3HAYCHUSIMU I[PU3HAKOB HEraTHBHO BIIUSIET HA
MOCTPOCHUE MOJIENIM, MPUBOAS K CMELICHHBIM pe3yjibTaTaM IpeICcKa3aHui, OIUOKaM
KJIacCU(UKALUH U, COOTBETCTBEHHO, CHHKEHHIO TOYHOCTH.

3.2.3 AHanu3 BaXXHOCTM NPU3HAKOB ANA MoAernen MalMHHOro obyyeHus

B kadecTBe Mozeneili MalIMHHOTO 00y4eHHs paccMaTpuBatoTcs kiaccudukatopsl CatBoost [19],
Random Forest [20] u XGBoost [21]. CatBoost 1 XGBoost uCIONB3YIOT aITrOPUTMBI
rpagueHTHoro Oycrunra. CatBoost sBisieTcsi aqropuTMOM MAaIIMHHOTO OOYYEHUSI C BBICOKOM
MPOM3BOAUTEIBHOCTEIO M HCIIOJB3YEeT pPa3HOOOpasHbIE CTPATETMH  PErYJApH3alUd ISt
MPEAOTBPAILCHHUS TepeoOyUCHUsI.

Jnsa yxe OOyYeHHBIX MOJENCH C HACTPOCHHBIMH THIEpIIapaMeTpaMH (HACTpOiKa MOAPOOHO
OIMUCHIBACTCSL B CcTaThe [1]) MO OTHENFHOCTH OBUT NMPOM3BENCH aHAIN3 BaKHOCTH INPU3HAKOB C
nomoIsio arpudyra feature importances , pacCUNTHIBAEMOTO aBTOMAaTHYECKH METOJaMHU
WCIIONB30BaHHBIX OHMOIHMOTEK mocie oOydeHnss Monend. [lepble 15 BakHBIX NPHU3HAKOB VIS
Ka)JIOW MOJIENN TPeJICTaBIeHbl Ha rpadukax (puc. 3).
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012
017s
2%
0150 Lo s
2
0125 -
% g 0100 i
X i £ ooe
2 2 g0 3
0
0.04
0050
H
0025 0.02
o 000
‘&d_'@@dg. kot .\u\\ ic,q.t&ﬁ 25 »“’«,d’ 0.00
o d’ d’ ““-~ D P ab b @ B @ 8 G
o ‘_¢ 57 oo 8
Es Jﬁ g & dio%o\?j-"@* ; S olet &‘" & &»“, “‘é@‘é\ ¢ ,%;k(‘»“,’? %%J«@%&‘\'
&, f‘\o" Fag o P e A ‘; & #o £ qﬂ:pe@f@ é%..y“;%g. <
S 2oy & FE S € FEF FT Sesae
¥ g oF L & F ‘,‘fp é—"ﬁ.‘}'
& ‘\_& *Ps\‘\_& 4 .&\e r '{:D‘
+ + &
PpMIHaxw PpvaHakw Npkasasi

Puc. 3. Bascnocme npusnaxos ons CatBoost, Random Forest u XGBoost coomeemcmeenno.
Fig. 3. Feature importances for CatBoost, Random Forest and XGBoost respectively.

U3 ananmza Fpa(bI/IKOB MOKHO CJ€JIaTh BBIBO, YTO HauboJIee BaKHBIM TIpU3HAKOM JJIs BCEX TPEX
MOJCNICH SBIIIETCA H3HA4YaJbHAs TOYHOCTh IO MCTHHHBIM NpEeaYIPEKACHUAM. Kak yxe OBLIO
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YIIOMSHYTO paHee, IMEHHO 3TOT IPHU3HAK [TOKa3bIBAET, HACKOIBKO XOPOIIO padoTaeT neTekrop. Yem
BBIIIE 3TOT MOKa3aTelb, TEM BEIIIE BEPOSTHOCT TOTO, YTO HPEIYIPEKICHHUE SBISETCS HCTHHHBIM.
Taxxe BaXHBIMU IPH3HAKAMU AU MOJENIel OKa3aaich KOJIUYECTBO MpeAyNpeXaAeHU B daiine u
KOJIMYECTBO IpeRynpeskaeHnii B GpyHkmu. Eme oqHUM BaXXKHBIM IIPU3HAKOM JUTA KOKTOW MOASIH
sBisiercst BHewHsAs cBsizHOCTh (DCE) [22]. Jioboe HecoriacoBaHHOE WU3MEHEHHE BO BHEUIHHX
3aBUCUMOCTSIX MOXET IPUBECTH K OMIMOKaM KCIIOIHEHUS Koja TeKylero Moxyni. UYem Oonblue
BHEIIHUX 3aBUCHMOCTEH, TeM Oonbllle BEpOSTHOCTh TaKHMX M3MEHEHUH U, COOTBETCTBEHHO,
UCTUHHOCTH IpeaynpexaeHus. Taioke BakHbIMU InpusHakamu sBisirorcss NORECURSION
(kKonMYecTBO peKypcuBHBIX (yHKuMi B (aiine), NOPUBMETH (konn4ecTBo myONUYHBIX METOIOB
B knacce), DFAT (komuuectBo 3aBucumocTeld Mexay kiaccamu katanora), CTOKEN FILE
(rKomruecTBO TOKEHOB B KoMMeHTapusix B daiie), NCNBLOC DIR (koiHuecTBO HEMYCTHIX CTPOK
KoJa B AMPEKTOpHH, He BKiiodas kommeHTapuu), LOC DIR (komuyecTBO CTpOK Koaa B
JIUPEKTOPHH ).

4. WHmeepauyuss MexaHu3ma knaccudgpukayuu npedynpexoeHul e
cmamud4eckuli aHanuzamop Svace

UroObl TPENOCTaBUTh MOJB30BATEISIM Svace J0CTYN K (YHKIMOHAIBHOCTH KiaccH(pUKarmu
HpeIyNpeKACHNH, HE0OOX0UMO HHTEIPHPOBATh MEXAHM3M KJIACCH(UKALNK B CYIIECTBYIONIYIO
HHOPACTPYKTypy cTaTmdeckoro aHamusaropa [23]. Cratuueckuil aHanm3aTop Svace COCTOHT U3
HECKOJBKHX KOMIIOHEHTOB: IIOICHCTEMBI TIepexBaTa COOpKH, MOACUCTEMBI aHAIIN3a, BKIIOYAOIIei
B ce0s 0oJbpIIOE KOMMYECTBO HE3aBHCHMBIX MOAYJeH (COOCTBEHHBI MHOTOSA3BIKOBOW IBHKOK
CHUMBOJIFHOTO BBINOJIHEHHUS] M aHanu3a MOToKoB AaHHbIX, Clang Static Analyzer [24], SpotBugs
[25], SharpChecker [26] u T.n.), a Takke cepBepa HCTOpPMM craTHyeckoro aHainusza. Cepsep
UCTOPUH OCYIIECTBIIIET XpAaHEHUE pe3yNbTaTOB CTATHYECKOrO aHamu3a B 0a3e HaHHBIX U
MPEIOCTABIAET BO3MOKHOCTH IIPOCMOTpa MPEAYIPEKICHUI 1 HCXOHOTO KoJia B BeO-uHTepdetice,
3aJaHus CTaTyCOB MpPEIyNpPeKACHHI (He pa3MeueHHOe, UCTHHHOE, JIOKHOE) B KOMMEHTApHEB, a
TaKKe aBTOMATHYECKOTO COMOCTABICHUS NPEAYyNPEKICHHH MEXIy pPa3iIndHBIMU 3aITyCKaMu
CTaTHYECKOTO aHaJIM3aTopa, 4YTOOBIl OJHM M Te€ JK& MPEAyNPeKACHHS HE MNPUXOAUWIOCH
MPOCMaTPHUBATh MOBTOPHO. [Ipy HHTErpary MexaHn3Ma KiIaccupUKaIny HeOOX0AUMO 00eCIeYnTh
BBINIOJTHEHHE BCEX JTAllOB pabOTHl MeXaHW3Ma (BBIYHMCICHHE METPHK, T€HEpaluio MPU3HAKOB,
J0OOyYeHHE MOJEINH, BBINOJIHCHNE KIACCU(UKAINY, 3arpy3Ky pe3yIbTaToB KJIAcCH(UKALNK Ha
cepBep JUIS TPOCMOTpa) Haubosee yMOOHBIM JJISi HCIIOJIB30BAHUS CIOCOOOM, TPEOYIOIINM
HAaMMEHBIIET0 KOJIMYECTBA JOIOIHUTEIBHBIX ICHCTBUH CO CTOPOHBI MOJIB30BATEIIS.

4.1 CueHapum NCcnonb30BaHUA

CymiecTByeT [Ba OCHOBHBIX CIICHApPHs HCIIOJB30BAHHS CTATHYSCKOrO aHaIM3aTopa: MpOBEpKa
MPOEKTA «C HYJIS» U PETYISIPHOE HCIOIB30BAHUE B IPOIECCE Pa3pabOTKU MPOrPaMMHOr0 MPOIYKTa,
[pH KOTOPOM B 0a3e NaHHBIX CepBepa MCTOPUHM HAXOIUTCS GOJIBLIOE KOJMYECTBO Pa3MEYEHHBIX
npeynpexeHuii npoekra. [laHHble CLHEHapUH KCIIOJIb30BaHus Svace 3aJaloT JBa aHAIOTHYHBIX
CLIEHApHsl UCIOJb30BAaHUSI MEXaHM3Ma KIACCU(DUKAIMK TpeIyHpekIeHuii, KOTopble Tpebyercs
MOJUIepPIKATh — «XOJIOJHBIN CTApT», NMPU KOTOPOM KIACCH()HUKAIMS BBIIOIHAETCS TPH MTOMOLIN
NpeBapUTEILHO OOYYICHHOW MOJENH, YTO MO3BOJSIET Cpa3y HAadaTh HCIOJIb30BAaHUE MEXaHH3Ma
KIacCU(pUKAIMK, U KIacCH(DUKAIMIO ¢ A000y4YeHHEM MOJECIHM Ha TOJIb30BATEIBLCKON pa3MeTke,
3arpy’aeMoil C cepBepa HCTOPHH, 4YTO TIO3BOJSET CYIIECTBEHHO YBEJIWYUTh TOYHOCTh
KJIacCH(UKAINH.

4.2 UHTerpaumsa B npouecc aHanusa

Bhauane Oblma paccMOTpeHa 3ajada «XOJOJHOTO CTapTa». B 3ToM pexxume Kiaccupukarus
BBITIOJHSETCS IIPY MOMOIIY NPeBapUTENFHO 00ydeHHOH MOJENH, PaclpoCTpaHsIeMOi B cocTaBe
quctpubyTuBa Svace. BblIo perieHo BCTpOUTh KiIacCH(HKAUMIO HMPEeTyNpeskIeHUH B IPOIEcc
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aHalin3a I10CJIC IOJIYYCHUA (baﬁna C NpeaynpexaACHUsIMU OT BCEX KOMIIOHEHTOB. MO,Z[H(I)HKaLII/IH
IIpo1ecca aHajin3a 1noKa3aHa B Taou. 1.

4.3 Bs3anmopencTBMe C cepBepoM UcCTOopuM AN obyvyeHus Ha
NonbL30BaTeNIbCKMX AaHHbIX

IIpu mepexone or kiIaccuUKalMu TPH TMOMOIIM MPEABAPUTEILHO OOYUYSHHOW MOAETH K
JIOOOYYCHUIO Ha TI0JIb30BATEIIBCKUX JIAHHBIX BO3HHMKIA HEOOXOAMMOCTh B3aUMOJCHCTBHUS C
CepBEpOM HCTOPHUHM, YTOOBI ABTOMATH3HPOBATh IPOLECC MOJIYUYCHHS HMMEIOIUXCS Ha HEM
pa3MeUYeHHBIX JaHHBIX. Svace MoAAepKUBaeT paboTy ¢ AByMs CepBEpaMU UCTOPUH: BCTPOSHHBIM
CepBEpOM, PEaTM30BaHHBIM HEIOCPEACTBEHHO B cOCTaBe Svace, U BHELIHUM CEPBEPOM HCTOPHUHU
Svacer [27], pazpabaTbiBaeMbIM OTIebHOI koMmannoii B ICIT PAH.

Tabn. 1. HU3menenue nocredosamenbHocmu Oeucmsull 8 npoyecce anaiusa 0 uHmezpayuy MexaHusma
Kaaccugurayuu npedynpexcoeHuil.

Table 1. Changes in the analysis actions order for integration of warnings classification mechanism.

Beuo Crano

BBIYMCIICHUE TOJHBIX METPHK ISl KOJa Ha
C/C++, Java 1 0a30BBIX METPUK JUI KOJa Ha
Kotlin, Go, Python

aHanmu3 koza Ha sizpikax C/C++, Java, Kotlin, Go, Python

aHanu3 kona Ha C# u Visual Basic .NET u BEIYHCIICHHE METPHK [UIS KOJa HA C#! HHCTPYMEHTOM
SharpChecker

COXpaHCHHEe npeaynpex(aeHHI?I, BBIJIAaHHBIX BCCMH IBHXKKaMHU aHajlu3a, B €IUHBIA (1)8.171.1'[

BBIYHCIICHHE 0a30BBIX METPUK Ul KOJAa Ha | TeHepauusi OPH3HAKOB Ul BBITAHHBIX
C/C++, Java, Kotlin, Go, Python MpeAyIpEeKACHHH c HCTIOJIb30BaHUEM
BBIYHCIICHHBIX METPUK

K1accuuKanus MOJIy4EHHBIX
NpeaynpeKACHUN npu TIOMOILU
IpeBapUTEIbHO 00yUEHHOH MOenH

COXpaHEHHE Npe/IyNPEKACHUIl U Pe3yJIbTATOB
KJIacCU(HUKAIIMU B UTOTOBBIN (aiin

4.3.1 BcTpoeHHbIN cepBep UcCTopumn

OCHOBHO# 1Ia0JIOH KCIOJBb30BaHHUS Svace CO BCTPOCHHBIM CEPBEPOM HCTOPUHM COCTOMT U3
CIIEAYIOIINX ITATIOB!

e KOHTponHpyemass cOOpKa aHAIH3MPYEeMOro TIpOeKTa Ui TeHepaluy BHYTPEHHETO
IIPE/ICTABIICHUS;

® aHaNN3 MNOJyYeHHOTO 00BEKTa COOPKH;
® JIMIOPT pe3yIbTaTOB aHAIN3a HAa BCTPOCHHBIH CepBEp HCTOPHH;
e IIPOCMOTP U pa3MeTKa pe3yinbTaToB B BeO-HMHTEpdeiice cepBepa HCTOPUH.

YUro0OBbl aBTOMATH3UPOBATh BCE IIArM, HEOOXOJMMBIC JUIA KJIACCU(HUKAIUU TPEAYyNPESKIACHUNA ¢
HCIIOJIb30BAHUEM TI0JIb30BATENILCKON pa3METKH, 0€3 HEOOXOAMMOCTH JIOMOJHUTENBHBIX ASHCTBUI

! 3a Bpems pa3pabOTKU ¥ UHTerpanuu Mexanusma Kinaccuukanuu B SharpChecker 65110
peanu30BaHO BHIYUCICHHE METPUK TakxKe UL KoJa Ha s3bike Visual Basic .NET.
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OT HOJIBE30BaTeNs, KIaccu(uKanus ObUTa MEPeHeceHa ¢ ITana aHaIn3a Ha Tall UMIIOPTa Ha CepBep
HCTOPUHM, TaK KakK TOJBKO Ha 3TOM dTare Svace MONyYaeT OT I0Jb30BaTels MHPOPMALHUIO I
HOJKIIIOYEHHS K cepBepy. KpoMe Toro, aHaiu3 3a4acTyio BBIIOJIHSACTCS HA JPYTOM KOMIBIOTEPE
WIA B U30JJUPOBAHHOM OKPYXCHHUHU, HE HMCIOIIEM CETECBOI'O NOCTyNa K CEPBEPY HUCTOPUHU, YTO
00OCHOBBIBAET JJaHHOE pemeHre. Cxema paboThl MeXaHHW3Ma KJIacCH(UKaUK Ha 3Tare UMIOpTa
pe3yJIbTAaTOB MOKa3aHa Ha PHC. 4.

h J

| AHanuz }7 Cepeep wcTopHl IucTpubyTue Svace

(WmnopT pesynsTaTos aHanuia)

METPHKN BEKTOPbI PH3HAKOE
pasmedenHbie ANA PasMedeHHbIX| NPeaynpes AeHHi
Npeaynpexpedua 3 HaBopa|npoekTos
C OTKPBITEIM KOOOM
Y
TeHepaLmA NpM3Hakos
== anAp neHMIl
c cepeepa
\IPEAYMPERACHHA, |___BEKTOPbI NPM3HAKOE
METPHKN l

DBy4yeHmne Mogeni

leHepauua NpUIHaKos
ANA TEKYWMX PE3YNLTATOR aHanuaa

BEKTOPBI
NpU3HaKoR Moaens

A J

L Knaccupuraumn npeaynpexaeHiin J

BEPOATHOCTH UCTHHHOCTH
NPeaynpesaeHni MCXOAHBIA KOO,
npeaynpexaeHun,

BEPOATHOCTH MCTHHHOCTH NPEAYNPeXAeHHR
npeaynpexaeH1s > Mpolece MMnopTa P peaynp

Puc. 4. Cxema unmezpayuu mexanusma kiaccugpuxayuu npedynpexcoenuii  3man umMnopma.
Fig. 4. Scheme of integration of the warning’s classification mechanism into the import stage.

Kak moxazano Ha maHHOH cxeMme, KIacCHHKAIMA NMPERyNpPeXKACHUH BBINONHIETCS MOJEIbIO,
00y4eHHOH Ha pa3sMEUEHHBIX NPEAYNPEXICHUAX M3 AHAIM3UPYEMOro IIPOEKTa, a TaKXkKe Ha
HpeIyNpPeKICHUSIX U3 MPOEKTOB C OTKPBITBIM KOAOM, Pa3MEUEHHBIX pa3paboTuvkamu Svace U
skcnepramu Llentpa Bepudukanuu OC Linux [28]. [IpeaBaputenbHO creHEpUpOBaHHBIE BEKTOPHI
IPU3HAKOB UL HA00pa IPOEKTOB C OTKPBITHIM KOJOM PacIpOCTPAHSIIOTCS B COCTaBe JUCTPHOYTHBA
Svace. BexTopbl NpH3HAKOB JUIi MpeAyNpPEeXAEHUH C cepBepa HCTOPUU TE€HEPUPYIOTCS C
UCIIONb30BaHUEM METPUK, BBIUHCIEHHBIX B TEKyIeM 3allyCKe aHalIMu3aTopa, TaK KaK METPUKH
UMeEIOT 00Ib1I0H 00BEM, U cepBep UCTOPUH He 001aaeT (PyHKIHOHAIBHOCTBIO XPaHEHHS METPUK.
HToroas peanu3anust HHTETpauy MEXaHN3Ma KIACCH(HUKAIIMH IPEAYTIPEKACHUIH IPAKTHIESCKU HE
TpeOyeT OT MOJIB30BaTeJs JONONHHUTENbHBIX AEHCTBHH, TAKHX, KAaK 3aIlyCK OIOJHUTEIBHBIX
KOMaH/| BpY4HYIO HJIM CYIIeCTBEeHHAs MOAU(PUKALUS CKPUIITOB 3aIlyCKa CTAaTHYECKOT0 aHaIu3aTopa
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B CHCTEME HEIPepbIBHOM HHTETrpaluy. JJocTaTOUHO JHUIIb BKIIOUYNUTH BEIUYMCIEHUE MOTHBIX METPUK
Ha STamax cOOpKH M aHAJIM3a, U TOT/A MOJNy4eHHEe Pa3MEUEHHBIX NaHHBIX, 00yYeHHE MOAENH U
KIacCU(UKaAINA MPeAyNpeKAeHA OyIyT BBIIOJHEHBI aBTOMAaTHYECKH, IOCIE Yero pe3yJbTaThl
OyZyT IOCTYIHBI A IPOCMOTpPa Ha BCTPOEHHOM CEpBEpe HCTOPUH.

4.3.2 CepBep uctopumn Svacer

CepBep ucTopun Svacer sBISETCS OTICIBHBIM HWHCTPYMEHTOM, pa3pabaTbiBaéMbIM OTAEIBEHO OT
Svace 1 He BXOZAIINM B €r0 COCTaB, YTO 3aTPYAHSIET MPOLECC BHECCHUS U3MEHEHUH U TOOABICHNUS
HOBOH ()YHKIIMOHATIBHOCTH. DTO AENaeT HeXKeNaTeIbHON HHTETPalluio MEXaHH3Ma KITacCU(pHKAIIIT
MpenyNpEeKICHNI HEMOCPEACTBEHHO B MPOLIECC UMIIOPTa pe3yNibTaToB aHaium3a B Svacer. K Tomy
JKe, YaCTUYHOe NyONMpOBaHHE peau3allii B JBYX HE3aBUCUMBIX MPOrPAMMHBIX KOMIIOHEHTAX,
HAIMCAHHBIX Ha Pa3HBIX s3bIKax mporpammupoBanus (Java u Go), CYIIECTBEHHO YBEIHYMIO OB
TPyI03aTpaThl Ha pa3paboTKy H IMOJICPIKKY H IPUBETIO ObI K HEN30E)KHOMY HaKOIUICHUIO PasIIIHit
1 HEUCIIPABJICHHBIX OMHOOK. [109TOMy OBLITO penieHo He HHTErPUPOBATh 3aIlyCK KIacCU(pHKAIUT
MpeXyNPEKICHNI HETIOCPEACTBEHHO B Svacer, a pealn30BaTh B3aNMO/ICHCTBHE ¢ cepBepoM Svacer
uyepe3 nmyonuuHblii APl [29] B Bume BcrmomoraTenbHOH KOMaHABI Svace, MOBTOPHO HCIIONb3Ys
peaNM30BaHHBIN B COCTaBE KOMaH/Ibl HIMITOPTA 3aITyCK MPOIECCOB IeHEePAINH IPH3HAKOB, 00yUeHHS
MOJISITH U KJIACCU(UKALINY MTPEAYIPEIKACHHUM.

4.4 Otob6paxeHue pe3ynbTaToB Knaccudukaumm npeaynpexaeHun B
nonb3oBaTeNnbCKOM UHTepdence

Oto0pakeHue pe3ynbTaToB padOThl MEXaHU3Ma aBTOMATHYECKOH KIacCU(UKAIUU ObLIO BHEIPEHO
B IOJBb30BATENbCKUN HHTepdeiic M mpocMoTpa M aHaimu3a NpEenylpeKIeHUI BCTPOSHHOTO
cepBe€pa HCTOPUH. PCSyJ’IBTaTaMI/I pa6OTBI MEXaHHu3Ma SBJIAOTCA MPEACKa3aHHbIE MOJICJIbIO
BEPOATHOCTH UCTUHHOCTHU IJIA KaXKJAOI'0 MPEAYTIPEKACHUS.
Ha puc. 5 noka3ano, kak BeITJISLIAT OOHOBJICHHBIH AJIEMEHT MOJIb30BATEIbCKOTO HHTEpdeiica.
Kaxnast ctpoka mpezcraBisier co6oi uHdpopMmanuio o npeaynpexacHu. [IpoaHaan3upoBaHHbIe
BPYUHYIO NPEAYIPEIKACHUA BBIACICHBI IBETOM (I)OHaZ HUCTUHHBIC — SCHéHBIM, JIO’)KHBIC —KpaCHBIM.
BeposiTHOCTE MCTHHHOCTH OTOOpa)kaeTcs B TNPOLCHTAX B IPABOM BEPXHEM YTy KaXKIOTO
IIPETYTIPEXKICHHS.
PyuHoli aHanM3 JAaHHBIX MPEAYNPEKICHHH NPOU3BOAWICS YXKe Mocie paboThl MeXaHU3Ma
aBTOMAaTHICCKOMN KJIaCCI/I(bI/IKaL[HI/I " IOATBEPANIT KOPPEKTHOCTH paGOTLI MCXaHHU3Ma JJIsI TaHHBIX
eIy TpeKICHAN.
DEREF_AFTER_NULL Value type, which can have null value due to comparison with null, is dereferenced in method call type.Equals{)
ExpressionSyntaxExtensions.cs: 2403

UNREACHABLE_CODE Execution cannot reach code starting from return null; statement
Compilation.cs:1376

UNREACHABLE_CODE Execution cannot reach code starting from value = default(TValue); statement
CompilationAnalysisValueProvider.cs:38

UNREACHABLE_CODE Execution cannot reach code starting from Return diagAndindexl.index - diagAndindex2.Index statement
CompilationTestUtils.vb: 1014

UNREACHABLE_CODE Execution cannot reach code starting from _builder.MarkLabel(faliThrough); statemeant
EmitStatement.cs:499

UNREACHABLE_CODE Execution cannot reach code starting from m_log,ErrorFormat("[ASSET]: Could not resolve path creation error  [EENIES
for {0}, diskFile); statement
FSAssetService.cs:311
UNREACHABLE_CODE Execution cannot reach code starting from m_log.DebugFormat(" [GRID CONNECTOR): GetRegionsByName {0},
{1}, {2} received null response®\\riin scopelD, name, maxNumber); statement
GridServicesConnector.cs:415

UNREACHABLE_CODE Execution cannot reach code starting from Debug.Assert(!method.Isiterator); statement
MethodCompiler.cs:1279

Puc. 5. ®pazmenm noavzoeamensckozo unmepgetica 6CmpoeHHO20 cepeepa UCmopui.
Fig. 5. Fragment of built-in history server UL
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[MTome3oBatensckuii  wHTEpdeEic  TakkKe  MPEAOCTABISAET  BOSMOXHOCTH  COPTHPOBKH
MPEeIYNPEKICHAI M0 BEPOATHOCTH HCTUHHOCTH, a TaKkke (UIBTpAlMH NPeayNnpekIeHHH IO
MOPOTOBOMY 3HAUCHHUIO BEPOSATHOCTH, 331aBAEMOMY I10JIb30BaTEIIEM.

B mone3oBaTtensckoM wuHTepdeiice Svacer B HACTOsIlee BpeMs MOJICPKUBACTCS TOJIBKO
0TOOpaXKeHHE BEPOSITHOCTH UCTHHHOCTH ISl TEKYLIET'O OTKPBITOrO MPEIYIPEIkKICHUSL.

5. Pesynbmamsl mecmupoegaHusi

Jna  TectwpoBaHMA MoJedell MamMHHOTO OOy4eHHS HCIONb30BaICs HA0Op JaHHBIX,
CT€HEpUPOBAHHBIX Ha OCHOBE MPEAYNPERICHHIH, TOTyUYCHHBIX C IOMOIIBIO CTATHYECKOTO aHAIN3a
21 mpoexTa ¢ OTKPBITHIM UCXOAHBIM KOJIOM Ha si3bike C#, MMEIoIuX cyMMapHbIil pazmep Oosee 6
MJIH. CTPOK Koza. TecTupoBaHue MpOBOAMIOCH HAa KOMIIbIOTepe ¢ mpoueccopom AMD Ryzen 5
4600G u 64 I'b onepaTUBHON MaMsATH, pabOTAIOIIEM I10]] YIPaBICHUEM ONEPALIOHHON CHCTEMBI
Windows 10. Beero 6b110 creHepuposano 68182 mpenynpesxxnenusi, 13182 u3 KOTOpbIX ObLIH
[pOaHANIU3UPOBAHBl M pa3MeueHbl Bpy4yHyH0 Oojee ueM 3a 5 JleT B Ipolecce pa3paboTKu
UHCTPYMEHTa CTaTHYECKOIO aHanu3aTopa. ['eHepalus NPU3HAKOB U BCEX IpeNyNpeKAeHUit
3aHsAna 2 MUHYTHI U 20 CeKyHJ, B TO BpeMs KaK CTaTUYECKUIl aHalu3 5TUX INPOEKTOB CyMMapHO
3aHs1 okoso 3 wacoB 30 muHyT. IIpu mpoOIeHTHOM pasieneHHHM Habopa JaHHBIX Ha 4acTH,
OIIMCAaHHOM paHee, TPEHHPOBOYHBIH Ha0Op MAHHBIX cocTaBisieT 8167 BEKTOPOB INPU3HAKOB,
BaJIMIAIMOHHBIN — 1605, TecTOBBIN — 3465.

Bpemst 0o0yueHHs U HacTpolika TrHIepmapaMeTpoB I BCeX MoAeNled Kiaccu()UKaTOpoOB
pasnuuaercst. J{nst faHHOTO Habopa naHHbIX KiaccudukaTop CatBoost o6ydaercs oxono 43 cexyH,
HacTpolKa ruieprapaMeTpoB 1 oOyuenue 1 kiraccupukaropa Random Forest nymmres 3 MuHyTHI
u 13 cexynn. s xnaccudukaropa XGBoost moaroroBka MOAENH MPOUCXOIUT JONBIIE — OKOJIO
20 muHyT. Tak MPOUCXOAMT M3-3a O0COOCHHOCTEH Kiaccupukaropa, s HOPMAaJbHOH pabOTHI
knaccudukaropa XGBoost TpeOyercst 6osiee TOHKash HACTPOHKA, YeM JUIS JABYX APYTHUX Mojenen
MAIIHHHOTO 00yUYEHHSI.

B Tabm. 2 npezcTaBieHbl METPHKH KauecTBa OMHAPHOI KIacCH(UKAIUK I Pe3yJIbTaTOB paboThI
Moienieil Ha ormrcaHHOM Habope TaHHEIX Oe3 0TOopa MPHU3HAKOB.

W3 Tabaumpl BUAHO, YTO OOBEKTOB JUIS HCTHHHBIX NMPEAYNPEKACHHI Bce METPHKHU BBIIIE, YeM IS
JIOXKHBIX HpeaylpexJeHuid. DTo Kak pa3 CBA3aHO C JUCOATaHCOM KIJIACCOB B CYIIECTBYIOLIEM
Habope AaHHBIX. YTOOB! PaBHOLIEHHO KIACCU(HUIUPOBATh KaK UCTHHHbIE IIPeAyNpPEeKACHUS, TaK U
JI0>KHBIE, HE00OXOUMO OMHUMO TOYHOCTU PacCMaTpUBATh APyrHe METPUKH KadecTBa AJs BbIOOpa
HOJXO0Aa W MOJENH MalIMHHOTO 00y4eHns. OIHAKO CTOUT 3aMeTHTh, YTO MoKa3aTtens AUC-ROC
(mwIomags MoJ KpUBOH OLIMOOK) JOBOJBHO BBICOKMII A BceX MojeseH, Y4TO MOKa3bIBAET, UTO
Ka)k1asl MOJIeJIb XOPOLIO OTJINYAET KJIACC UCTHHHBIX MPeAyNPEeKAeHUI OT KJIAcCca JIOKHBIX.

Panee ObL10 IOKA3aHO, YTO TIPU OTPAHUUECHUH KOJIMUECTBA IPU3HaKoB 10 100 moTepu H3HA4YaIbHBIX
3aBUCHMOCTEH IPOUCXOAUTH HE Oy €T, HO IPU 3TOM CaMH MOJIENIH CTaHyT Ipole, BpeMs 00ydeHus
CTaHEeT MEHbIIE M, BO3MOXKHO, TOYHOCTh PaOOTHI MOAENEH MOXKET yBENIUYUThCA. MeETpuKu
OuHapHON KJIaCCU(UKAIMY IS Pe3yIbTaToB PabOTHI MOJIeNell MalIMHHOTO 00y4eHus Ha Habopax
JIAHHBIX ¢ nepBbIMU 100 110 BaXHOCTH NPU3HAKAMU UL KXKAOH MOJEIM MAIIMHHOTO 00y4YeHUs 10
OT/IETIEHOCTH TIPEJICTaBIIEHBI B Ta0MI. 3.

OcCHOBHOE BHHMAaHHE IPH OLEHKE Pe3ylbTaToB Kiaccu(ukanuu HeoOXoauMo ynenuts Fi-mepam
UL MICTUHHBIX U JIOXKHBIX IIPeAyNpeXAeHUH, MOCKONbKY F-Mepa sBnserca koMOuHamueil To4HOCTH
U IONHOTHI Ki1accudukauu. [t xnaccudukaropa CatBoost, kak u s knaccudukaropa Random
Forest, nanHblil mokasaTenpb BBIPOC Kak JJIs NEPBOrO Kiacca, Tak U A/ HyjleBoro. OnHako 1t
mozenu XGBoost Fi-mepa ymeHbImunace u 1 IepBOro, U A HyIEBOrO Kiacca. ITO MOIJIO
HPOM30UTU M3-3a TOTO, YTO JAHHBIA KiIacCH(UKATOp OOBIYHO BBIUIPHIBAET 3a CYET TOTO, YTO
Ka)KIbIli ypOBEHb JiepeBa U3 aHCaMOJIsl MCIOJb3yeT pa3Hble IPU3HAKU AT pa3OMeHUs NaHHBIX, TO
€CTb IIPU yJaJeHUU NIPU3HAKOB JEPEBbs MOINIU CTaTh MEHEe pa3HOOOpa3HbIMU, U TOUHOCTh MOTJIA
yHacTh.
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Tabn. 2. Mempuku 015t HA6OPA OAHHBIX C NOIHBIM CHUCKOM NPUSHAKOG.
Table 2. Quality metrics for dataset with the full list of features.

Knaccudpukatop CatBoost Random Forest XGBoost

TouHOCTH 93,21% 92,15% 93.21%

Heruvie Momora 96.29% 97.36% 96.77%
HPEAYIPEKICHUS

Fi 94,73% 94,68% 94,96%

Tounocts 84,46% 87,71% 86,16%

Jlomitsie Tonsota 74,19% 69.46% 74,05%
HpeayIPeKIeHHS

Fi 78,99% 77,53% 79,65%

C6anancupoBaHHas IIOJHOTA 85,24% 83,41% 85,41%

AUC-ROC 96,61% 96,20% 96,77%

Tabn. 3. Mempuxu onst HabOpa OAHHBIX ¢ OMOOPAHHBIMU NPUSHAKAMU.
Table 3. Quality metrics for dataset with selected features.

Knaccuduxatop CatBoost Random Forest XGBoost

To4HOCTH 93,73% 93,21% 93,13%

Herunmsie Tonsota 95,96% 96,77% 96,48%
MpeyIPEKICHUSL

F, 94,83% 94,96% 94,77%

To4HOCTH 83,70% 86,16% 85,05%

Jloxwbie Tonxora 76,35% 74,05% 73,78%
MpeyPEKICHUST

F, 79,86% 79,65% 79,02%

CohanaHcupoBaHHasi IOJIHOTA 86,16% 85,41% 85,13%

AUC-ROC 96,49% 96,37% 96,80%

Bce mocnenyromue rpaduku Oyayr mis moneneir CatBoost 1 Random Forest, o0y4eHHbIX Ha
Habope MaHHBIX C COKpAIIEHHBIM CIICKOM HPH3HAKOB, a Juist Mozxemu XGBoost — ¢ momHbIM
CITMCKOM IPH3HAKOB.

BusyanusupoBaTh pa3IMuUMOCTh KIACCOB KaXKIOM MOAENH MOXHO C IIOMOIIBIO Tpaduka
IUIOTHOCTEH pacmpeseneHus kiaaccoB (puc. 6). ITo ocu abcuucc y rpadHKoB pacmpenesneHust
IUIOTHOCTH KJIACCOB OTJIOXKEHBI 3HAUCHUS NMpeAcKa3aHuil Moaenu. To ecTh ¢ UX MOMOIIBI0 MOXKHO
YBHJIETh, T'Jle, OTHOCHTENBHO IIpEeICKa3aHuil MOJEN, CKOHICHTPUPOBAHB UCTHHHBIE W JIOXKHBIE
npenynpexxaenus. Jist BceXx Tpex Mopeleld HHMKM IUIOTHOCTEH MCTHHHBIX M JIOXKHBIX
HPeIyNPEeKICHHUI pa3IMINMBl M HAXOAATCS Ha OOJIBIIOM PAacCTOSHUH. DTO U TOBOPUT O TOM, 4TO
BCE TPH MOJIENH YTIOPSA0YNBAIOT OOJBIIMHCTBO Map (37IEMEHT KJacca JIOKHBIX MpeypexKIeHHH,
9JIEMEHT KJIacca NCTHHHBIX TIPeLyNpekaeHuiT) BEpHO.

ITpu oneHKe TOYHOCTH Pe3yJbTATOB PabOTHl MoJeNell MOpPoroBoe 3HaueHHE KIacCUUKAIUU 110
ymomganuio paBHo 0.5. OpHako Ha rpadukax INIOTHOCTEH pacrpeieleHust KJIacCOB BHIHO, YTO
HepexoA OT 3HAYESHHH, JUTsl KOTOPBIX IUNIOTHOCTh PACHIPEIeNeHNs JIOKHBIX TIPeIypekIeHUH BhIIIeE,
4YeM IUIOTHOCTb paclpejeleHns] HCTUHHBIX, K 3HAUCHWsM, TIJie IUIOTHOCTH pacIpe/eineHus
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WCTHHHBIX MPEIYNPEKICHUH BBIIIE, YeM IUIOTHOCTh PACTIPEICIICHUS JIOXKHBIX, IPOUCXOIUT MPH
BEPOSITHOCTH UCTUHHOCTH, OoubIneit 0.5.

CatBoost Random Forest XGBoost
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Puc. 6. [Inomnocme pacnpedenenus knaccos ons CatBoost, Random Forest u XGBoost coomsemcmeenno.
Fig. 6. Class probability density for CatBoost, Random Forest and XGBoost respectively.

Yro0BI MOBBICUTH TOYHOCTH PA0OTHI MOZIETICH, MOKHO ITONPOOOBATH H3MEHUTH MOPOTOBOE 3HAUCHHE
ki1accudukanuu. M3 rpadukoB Takke MOHATHO, YTO IpH IOPOrOBOM 3HaueHMH, paBHOM 0.5,
MOJIHOTA [0 UCTHHHBIM IpeIyNpekIeHUsIM OyIeT BblIlIe, YeM IIPH IOPOTOBBIX 3HAUCHUSX, OOJIBIINX
0.5. Takum 06pa3oM NpHU BBICTABICHUU HOBOT'O 3HAYEHHS IOPOTOBOTO 3HAUCHHS HYKHO YBEIHUUTh
METPHKH KadecTBa JUIs ompenaesieHus knacca 0 M IPH 3TOM COXPaHHTh METPHKH KadecTBa UL
omnpenenenus kinacca 1. UroObr Gonee cOamaHCHPOBAHO BBHIOMPATH HOBOE IOPOrOBOE 3HAYEHHE,
noctponM rpadukn Fi-mep (puc. 7) I MCTHHHBIX U JIOKHBIX HPETYNPEXICHHH C Pa3sHBIMH
TOPOTOBBIMHU 3HAYEHUSIMH KJIACCU(PUKAIAN.

B xauectBe moporoBsix 3HaueHuil Oepyrcsa uucna or 0 mo 1 He BrmouuTensHo ¢ marom 0.01.
BepxHsis kpuBas Ha Kak10M rpaduke MokasblBaeT 3aBUCUMOCTE F|-Mephl 0T MOpOroBoro 3Ha4eHUs
JUISL ICTUHHBIX MPeTyNpeKIeHHHN, HIDKHSS KpUBash — JUIS JIOXKHBIX NpexynpexaeHuid. KpacHeivu
TOPH3OHTAIBHBIMU TIPSMBIMHM OTMEUYEHBI MaKCHMYMBI NTAHHBIX KPHBBIX. BepTUkambHas mpsiMas
orobOpakaeT oporopoe 3HaueHue. [loporoBoe 3HaueHHe BEIOMpaeTcs Tak, 4ToObl Fi-Mepa Obuta
01M3Ka K MaKCHMyMy Kak Ul UCTHHHBIX HPEIyNpPEeXKJISHHM, TaKk W JUIS JIOXKHBIX, MOCKOJBKY C
HOMOIIBIO Fi-Mepbl MOXKHO HaiTH GaJlaHC MEXLy TOYHOCTBIO H ITOJTHOTOM.

TloporossiMu 3HaueHUAME JUIS MoJienelt Oblin BeIOpaHbl cienyromue: CatBoost — 0.57, Random
Forest — 0.54, XGBoost — 0.79. Metpuku kadecTBa OMHapHOW KiIacCU(UKAIMU C 3aJaHHBIMU
HOPOrOBBIMU 3HAYEHMSAMM IpecTaBieHbl B Taln. 4. I Bcex Mojeneil mokasaTelu KauecTBa
KIaccH(HUKAIUK JTOCTATOYHO BBICOKHE, OJJHAKO yUMTHIBAs KauyeCTBO M BpeMsl 0OydeHHs MOJENH,
HaWIydIM KiaccudukaTopom siBistercst mozens CatBoost. IIpu Beicokoif Tounoctn B 91.92%
yIa10ch JOOUTHCS BHICOKUX ITOKAa3aTeleH MOHOTHI, KakK JUlsl KJlacca UCTHHHBIX TpeLyHpekaeHnH
(94.89%), Tak 1 1151 KJ1acca JIOKHbIX npenynpexaeHuit (80.74%).
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Puc. 7. F1-mepa ona CatBoost, Random Forest u XGBoost coomeenmcmeenno.
Fig. 7. Fi-measure for CatBoost, Random Forest and XGBoost respectively.
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Tabn. 4. Mempuku 015t MOOenell ¢ BbICMABIEHHbIM NOPO2OBbIM 3HAYEHUEM.
Table 4. Quality metrics for models with threshold.

Knaccudukatop CatBoost Random Forest XGBoost

TouHnocTh 94,44% 93,89% 95,02%

Verumsre Tonxora 95,34% 95,85% 94,57%
[peyTIPEKICHHS

F, 94,89% 94,86% 94,79%

TouHnocTh 82,21% 83,46% 80,35%

Jloete Tonxora 79,32% 77,03% 81,76%
[peyTIPEKICHHS

F, 80,74% 80,11% 81,04%

CoanaHcupoBaHHasi IOJIHOTA 87,33% 86,44% 88,16%

AUC-ROC 96,49% 96,37% 96,85%

Marpuna ommOoK Ui BEIOpaHHOH MoOJeNnH IpencrapieHa B Tabm. 5. B marpume ommbok uist
knaccudukaropa CatBoost mpoaeMOHCTPUPOBAaHBI AOCOJIOTHBIC 3HAYCHHUS JUIS KOJUYECTBA
HpeyIpeKICHNH 1 UX IPOLIEHTHOE COOTHOLIEHHE AJIs TECTOBOTO Habopa JaHHBIX, pasMepoM 3465
MpeAyNPEKACHHUHN.

[TockoneKy pa3paOOTaHHBI MEXaHW3M AaBTOMATHYECKOH KiIacCH(UKALNH NPEeIyNpexIeHUH He
3aBHCHM OT s3bIKa HPOTPAMMHPOBAHMS, €ro MOXKHO TIPUMEHSTH KO BCeM  S3BIKaM
MPOrPaMMHPOBAHHMS, ISl KOTOPBIX CTATHYECKHH aHAM3aTOp PacCUUTHIBAET METPHKU HCXOITHOTO
KOJZIa, TO €CTh MOYKHO HOJIyYHTh PE3yJbTaThl paboThI I A3BIKOB IporpammupoBanus C, C++ u
Java.

Tabn. 5. Mampuya owubok ons mooenu CatBoost.

Table 5. Confusion matrix for CatBoost model.

JleficTBUTETLHBIC
JloxHble Hctunneie
JloxHbie 587 (82%) 127 (18%)
IIpencka3anHbie
Wcrtunnsie 153 (6%) 2598 (94%)

IIpencka3anue pe3ynbTaToB IPOU3BOLUIOCH C IOMOILIBIO Kinaccudukaropa CatBoost. []ns kaxxaoro
s3bIKa 00y4anach OTAeNbHAS MOJIENb. Pe3ynpTaThl IpeCTaBIeHBI B TAOMHUIAX 6 U 7.

Jna s3pikoB C, C++ TecTupoBaHHE NPOM3BOAWIOCH Ha Habope w3 4483 mpenynpexncHuil. B
KauecTBe IPU3HAKOB ObLIH 0TOOpaHsl epsble 100 Mo BaXXHOCTH A1 MOJEIM MALIMHHOTO O0yUeHUs
npusHakoB. C noporoseiM 3HaueHueM 0.55 OblIa JOCTUTHYTa TOYHOCTH Kiaccupukanuu B 82.42%.
TodHOCTB PabOTHI CTATHYECKOT0 aHATKU3aTOPa Ha BaIMAMOHHOI BEIOOpKe paBHa 68.34%. To ecTh
npu  QUIBTpaIMM JIOXKHBIX TPEAYNPEeXIEHWA C IOMOMBI0 MeXaHH3Ma aBTOMAaTHYECKOH
KIaccu(UKaK TOYHOCTH BhIpacTeT Ha 16.43%. IIpu 3TOM momHoTa Kilaccu(puKaly UCTHHHBIX
npexynpesxaeHuit — 89.87%.

Jlns si3pika Java TecTUpoBaHUe MPOM3BOAMIOCH HA Habope u3 1155 mpeaynpexaenuii. B kauectse
IOpU3HAKOB ObUIM 0TOOpaHbl mepBble 80 MO BAaXHOCTH Ui MOJEIM MAIIMHHOTO OOy4YeHUs
npusHakoB. C noporoseiM 3HaueHueM 0.48 OblIa JOCTUTHYTa TOYHOCTH Kiaccupukanuu B 85.76%.
TounoCTh pabOTHI CTATHYECKOTO AaHATM3ATOPA Ha BaJIMAAIMOHHON BhIOOpKe paBHa 61.63%. To ecTb
npu  QUIBTpaIMM  JIOXKHBIX TIPEAYNPEeXIEHWA C IOMOMIBI0 MeXaHH3Ma aBTOMAaTHYECKOH
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KJIacCH(HKAIIMU TOYHOCTH BBIpacTeT Ha 25.58%. Ilpn 3TOM momHOTa KiIacCH(UKANHA HCTHHHBIX
npeaynpexaenuit — 90.09%.

H3-3a MaJioro KoJM4ecTBa MpeynpeKAcHUI B 00yJaroneM Habope TaHHbIX, JOCTHIHYTh BBICOKHX
mokasarened sl KIacCHDUKAUMKM  JIOKHBIX —OPEOYNPEeKICHUH Ul JAHHBIX  S3BIKOB
IpOrpaMMUpPOBaHUSA He yAanock: Fi-mepa 1y J05KHBIX IpeaynpexaeHuil coctaBisieT 69.67% nist
C, C++ u 80.93% nns Java.

Tabn. 6. Mampuya owubok ons C/C++ u Java.
Table 6. Confusion matrix for C/C++ and Java.

JeiictBurensubie C/C++ [eiictBurenbHble Java

JloxHbIE JloxHBIE WcturaHbIC JloxHbIE
JloxxHBIE 271 (75%) 91 (25%) 104 (83%) 21 (17%)
Uctunneie 145 (15%) 807 (85%)) 28 (13%) 191 (87%)

Hpel[CKaSaHHLIC

Tabn. 7. Mempuku ons C/C++ u Java.
Table 7. Quality metrics for C/C++ and Java.

SI3BIK POTPaMMUPOBAHUS C/C++ Java

TounocTh 84,77% 87,21%

Vcrummsre Tomsora 89,87% 90,09%
TPE XY TPEKICHAS

F1 87,24% 88,63%

TounocTs 73,86% 83,20%

Jocabre Tonsora 65,14% 78,79%
NpeyIPeKIeHHs

F1 69,67% 80,93%

CoOanaHcupoBaHHasK MOJIHOTA 77,51% 84,44%

AUC-ROC 87,88% 92,38%

6. 3aknroyeHue
B pamkax maHHOM paGoTHI OBITM BHITIOIHEHBI CIEAYIOIINE 3aTadum:
e 0pab0OTaH MEXaHU3M TIEHEepaluu IPU3HAKOB C YYETOM BBIABICHHBIX OCOOEHHOCTEH
CTaTUYECKOro aHalu3aTopa Svace U sS3bIKOB IporpaMmupoBanus C#, C/C++, Java;

e BEIOpaHa Mozenbs MammHHOTO 0O0ydeHms CatBoost, mMeromas onTHManbHBIN OamaHc
MEXy MIPOU3BOJMUTEIBHOCTBIO U ITOKA3aTeIsIMH KadecTBa KiIacCH(pUKanuu Ui JaHHOU
3a/1auM;

e Merox KiacCHDUKAIMH TpeIyNpeXAeHHH peaqn3oBaH W NPOTECTHPOBAH Ha
CYIIECTBYIONEM Habope JaHHBIX U ITOKa3aJI BBICOKOE KaueCTBO MPECKa3aHns HCTHHHOCTH
TpeTyTIPEKICHHIA;

e MeXaHM3M aBTOMATHYeCKOll Kiaccu(pUKAlUU MpeIyNpekneHuil HHTErpHUPOBaH B
uH(PACTPyKTypy cTaTHUeCKOro aHanu3aropa Svace [30];

® peanM30BaHO OTOOpaKeHWE PE3yNbTaTOB  KIACCU(DUKAIMK  TIpeIyNpekXIeHuH B
TI0JTb30BaTENBCKOM HHTEp(elice ¢ BOSMOKHOCTHIO COPTUPOBKU M (DHIIBTpAIIHL.
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